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Preface

This volume contains the proceedings of the 4th International Conference on
Pattern Recognition and Machine Intelligence (PReMI-2011) which was held at
the National Research University Higher School of Economics (HSE), Moscow,
Russia, during June 27 - July 1, 2011. This was the fourth conference in the
series. The first three conferences were held in December at the Indian Statis-
tical Institute, Kolkata, India, in 2005 and 2007 and at the Indian Institute of
Technology, New Delhi, India, in 2009.

PReMI has become a premier international conference presenting the state-of-
art research findings in the areas of machine intelligence and pattern recognition.
The conference is also successful in encouraging academic and industrial inter-
action, and in promoting collaborative research and developmental activities in
pattern recognition, machine intelligence and other allied fields, involving scien-
tists, engineers, professionals, researchers and students from India and abroad.
The conference is scheduled to be held every alternate year making it an ideal
platform for sharing views, new results and experiences in these fields in a regular
manner.

PReMI-2011 attracted 140 submissions from 21 different countries across the
world. Each paper was subjected to at least two reviews; the majority had three
reviews. The review process was handled by the PC members with the help of
additional reviewers. These reviews were analyzed by the PC Co-chairs. Finally,
on the basis of reviews, it was decided to accept 65 papers for oral and poster
sessions. We are grateful to the PC members and reviewers for providing critical
reviews. This volume contains the final version of these 65 papers after incor-
porating reviewers’ suggestions. These papers have been organized under nine
thematic sections.

For PReMI-2011, we had a distinguished panel of keynote and plenary speak-
ers. We are grateful to Rakesh Agrawal for agreeing to deliver the keynote talk.
We are also grateful to John Oommen, Mikhail Roytberg, Boris Mirkin, San-
tanu Chaudhury, and Alexei Chervonenkis for delivering the plenary talks. Our
Tutorial Co-chairs arranged an excellent set of pre-conference tutorials. We are
thankful to all the tutorial speakers.

We would like to take this as an opportunity to thank the host institute,
National Research University Higher School of Economics, Moscow, for provid-
ing all facilities to organize this conference. We are grateful to the co-organizer
Laboratoire Poncelet (UMI 2615 du CNRS, Moscow). We are also grateful to
Springer, Heidelberg, for publishing the volume and the National Centre for
Soft Computing Research, ISI, Kolkata, for providing the necessary support.
The success of the conference is also due to the funding received from different
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agencies and industrial partners, among them ABBYY, the Russian Foundation
for Basic Research, Yandex, and Russian Association for Artificial Intelligence
(RAAI). We are thankful to all of them for their active support. We are grateful
to the Organizing Committee for their endeavor in making this conference a
success. The volume editors would like to especially thank our Organizing Chair
Dmitry Ignatov for his enormous contributions toward the organization of the
conference and publication of these proceedings. Our special thanks are also due
to Dominik Śl ↪ezak for his kind co-operation, co-ordination and help, and for
being involved in one form or other with PReMI since its first edition in 2005.
And last, but not least, we thank the members of our Advisory Committee
who provided the required guidance and sponsors. PReMI-2005, PReMI-2007
and PReMI-2009 were successful conferences. We believe that you will find the
proceedings of PReMI-2011 to be a valuable source of reference for your ongoing
and future research activities.

April 2011 Sergei O. Kuznetsov
Deba P. Mandal
Malay K. Kundu

Sankar K. Pal
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Message from the General Chair

Machine intelligence conveys a core concept for integrating various advanced
technologies with the basic task of pattern recognition and learning. Intelligent
autonomous systems (IAS) is the physical embodiment of machine intelligence.
The basic philosophy of IAS research is to explore and understand the nature
of intelligence involved in problems of perception, reasoning, learning, optimiza-
tion and control in order to develop and implement the theory into engineered
realization. Advanced technologies concerning machine intelligence research in-
clude fuzzy logic, artificial neural networks, evolutionary computation, rough
sets, their different hybridizations, approximate reasoning, probabilistic reason-
ing and case-based reasoning. These technologies are required for the designing
of IAS. While the role of these individual tools is apparent in designing pat-
tern recognition and intelligent systems, making judicious integration of these
tools has drawn considerable attention from researchers for more than a decade
under the term soft computing, whose aim is to exploit the tolerance for impreci-
sion, uncertainty, approximate reasoning and partial truth to achieve tractability,
robustness, low-cost solutions, and close resemblance with human-like decision
making.

One may note that there are several conferences being held over the globe
on pattern recognition and machine intelligence separately, but hardly any that
combines them, although both communities share many of the concepts and
tasks under different names. Based on this realization, The first International
Conference on Pattern Recognition and Machine Intelligence, called PReMI-05,
was initiated by the Machine Intelligence Unit (MIU) of the Indian Statistical
Institute (ISI) at its headquarters in Kolkata in December 2005. One of the ob-
jectives is to provide a common platform to both communities to share thoughts
for the advancement of the subjects. This conference is a biannual event. The
next version PReMI-2007 was also held at ISI, Kolkata, in December 2007.

During PReMI-2005 and PReMI-2007, we received several requests to let this
conference be held outside ISI, Kolkata, and even abroad to increase its visibility
and provide more benefits to researchers elsewhere. Accordingly, PReMI-2009
was held at IIT-Delhi, India, in December 2009. I am extremely happy to mention
that Sergei Kuznetsov volunteered to organize the fourth event (PReMI-2011)
in the series at the National Research University Higher School of Economics,
Moscow, Russia, during June 26–30, 2011 in collaboration with the Machine
Intelligence Unit, ISI, Kolkata.

Like the previous edition, PReMI-2011 was planned to be held in conjunc-
tion with RSFDGrC-2011, an international event on rough sets, fuzzy sets and
granular computing. RSFDGrC deals mainly with the development of theoret-
ical and applied aspects of the concerned topics. On the other hand, PReMI
has a wider scope and focuses broadly on the development and application of
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those topics along with other classic and modern computing paradigms, including
pattern recognition, machine learning, mining and related disciplines with var-
ious real-life problems as in bioinformatics, Web mining, biometrics, document
processing, data security, video information retrieval, social network mining and
remote sensing, among others. All these make the joint event an ideal platform to
both theoretical and applied researchers as well as practitioners for collaborative
research.

I take this opportunity to thank the National Research University, Higher
School of Economics, Moscow, for holding the meeting, Dominik Śl ↪ezak for his
initiative and co-ordination, and the members of the Organizing, Program and
other Committees for their sincere effort in making it a reality. Thanks are also
due to all the financial and academic sponsors for their support of this endeavor,
and Springer for publishing the PReMI proceedings in their prestigious LNCS
series.

Sankar K. Pal
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Enriching Education through Data Mining

Rakesh Agrawal, Sreenivas Gollapudi,
Anitha Kannan, and Krishnaram Kenthapadi
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Mountain View, CA, USA

{rakesha,sreenig,ankannan,krisken}@microsoft.com

Education is acknowledged to be the primary vehicle for improving the economic
well-being of people [1,6]. Textbooks have a direct bearing on the quality of ed-
ucation imparted to the students as they are the primary conduits for delivering
content knowledge [9]. They are also indispensable for fostering teacher learning
and constitute a key component of the ongoing professional development of the
teachers [5,8].

Many textbooks, particularly from emerging countries, lack clear and ade-
quate coverage of important concepts [7]. In this talk, we present our early
explorations into developing a data mining based approach for enhancing the
quality of textbooks. We discuss techniques for algorithmically augmenting dif-
ferent sections of a book with links to selective content mined from the Web.
For finding authoritative articles, we first identify the set of key concept phrases
contained in a section. Using these phrases, we find web (Wikipedia) articles
that represent the central concepts presented in the section and augment the
section with links to them [4]. We also describe a framework for finding images
that are most relevant to a section of the textbook, while respecting global rele-
vancy to the entire chapter to which the section belongs. We pose this problem
of matching images to sections in a textbook chapter as an optimization problem
and present an efficient algorithm for solving it [2].

We also present a diagnostic tool for identifying those sections of a book that
are not well-written and hence should be candidates for enrichment. We pro-
pose a probabilistic decision model for this purpose, which is based on syntactic
complexity of the writing and the newly introduced notion of the dispersion of
key concepts mentioned in the section. The model is learned using a tune set
which is automatically generated in a novel way. This procedure maps sampled
text book sections to the closest versions of Wikipedia articles having similar
content and uses the maturity of those versions to assign need-for-enrichment
labels. The maturity of a version is computed by considering the revision history
of the corresponding Wikipedia article and convolving the changes in size with
a smoothing filter [3].

We also provide the results of applying the proposed techniques to a cor-
pus of widely-used, high school textbooks published by the National Council of

S.O. Kuznetsov et al. (Eds.): PReMI 2011, LNCS 6744, pp. 1–2, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Educational Research and Training (NCERT), India. We consider books from
grades IX–XII, covering four broad subject areas, namely, Sciences, Social Sci-
ences, Commerce, and Mathematics. The preliminary results are encouraging
and indicate that developing technological approaches to enhancing the quality
of textbooks could be a promising direction for research for our field.
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Abstract. A novel method for visualization of a fuzzy or crisp topic
set is developed. The method maps the set’s topics to higher ranks of
the taxonomy tree of the field. The method involves a penalty function
summing penalties for the chosen “head subjects” together with penal-
ties for emerging “gaps” and “offshoots”. The method finds a mapping
minimizing the penalty function in recursive steps involving two differ-
ent scenarios, that of ‘gaining a head subject’ and that of ‘not gaining
a head subject’. We illustrate the method by applying it to illustrative
and real-world data.

1 Background and Motivation

The concept of ontology as a computationally feasible environment for knowl-
edge representation and maintenance has sprung out rather recently. The term
refers, first of all, to a set of concepts and relations between them. These per-
tain to the knowledge of the domain under consideration. At the inception, the
relations typically have been meant to be rule-based and fact-based. However,
with the concept of “ontology” expanding into real-world applied domains such
as in biomedicine, it would be fair to say that the core knowledge in ontology
currently is represented by a taxonomic relation that usually can be interpreted
as ”is part of”. Such are the taxonomy of living organisms in biology, ACM
Classification of Computing Subjects (ACM-CCS) [1], and more recently a set
of taxonomies comprising the SNOMED CT, the ’Systematized Nomenclature of
Medicine Clinical Terms’ [15]. Most research efforts on computationally handling
ontologies may be considered as falling in one of the three areas: (a) developing
platforms and languages for ontology representation such as OWL language (e.g.
[14]), (b) integrating ontologies (e.g. [17,7,4,8]) and (c) using them for various
purposes. Most efforts in (c) are devoted to building rules for ontological rea-
soning and querying utilizing the inheritance relation supplied by the ontologys
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taxonomy in the presence of different data models (e.g. [5,3,16]). These do not
attempt at approximate representations but just utilize additional possibilities
supplied by the ontology relations. Another type of ontology usage is in using
its taxonomy nodes for interpretation of data mining results such as association
rules [10,9] and clusters [6]. Our approach naturally falls within this category.
We assume a domain taxonomy has been built. What we want to do is to use the
taxonomy for representation and visualization of a query set comprised of a set
of topics corresponding to leaves of the taxonomy by related nodes of the tax-
onomy’s higher ranks. The representation should approximate a query topic set
in a ”natuaral” way, at a cost of some “small” discrepancies between the query
set and the taxonomy structure. This sets our work apart from other work on
queries to ontologies that rely on purely logical approaches [5,3,16].

Computational treatises such as [11] mainly rely on the definition of visu-
alization presented in the Merriam-Webster dictionary regarding the transitive
verb “visualize” as follows: “to make visible, to see or form a mental image of”
(see http://www.merriam-webster.com/dictionary/visualize). Here we assume a
somewhat more restrictive view that computational visualization necessarily in-
volves the presence of a ground image the structure of which should be well
known to the viewer. This can be a Cartesian plane, a geography map, or a
genealogy tree, or a scheme of London’s Tube . Then visualization of a data set
is such a mapping of the data on the ground image that translates important
features of the data into visible relations over the ground image. Say, objects
can be presented by points on a Cartesian plane so that the more similar are the
objects the nearer to each other the corresponding points. Or geographic objects
can be highlighted by a bright colour on a map.

Such is the visualization for a company delivering electricity to homes in a
town zone. Figure 1, taken from [2], represents the energy network over a map
of the corresponding district on which the topography and the network data
are integrated in such a way that gives the company “an unprecedented ability
to control the flow of energy by following all the maintenance and repair issues
on-line in a real time framework.

There are three major ingredients that allow for a successful representation
of the energy network:

(1) map of the district (the ground image),
(2) the energy network units (entities to be visualized), and
(3) mapping (2) at (1).

The mapping here needs not be overly complicated because the units are
located at the very same ground image in real. Moreover, one could imagine
an extension of this mapping to other infrastructure items, such as the water
supply, sewage type, and transports, so that the map could be used for more
long-term city planning tasks such as development of leisure or residential areas
and the like.
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Fig. 1. Energy network of Con Edison Company on Manhattan New-York USA visu-
alized by Advanced Visual Systems [2]

Is a similar mapping possible for a long-term analysis of an organization whose
activity is much less tangible? For a research department, the following analogues
to the elements of the mapping in Fig. 1 can be considered:

(1’) a tree of the ACM-CCS taxonomy of Computer Science, the ground image,
(2’) the set of CS research subjects being developed by members of the depart-

ment, and
(3’) representation of the research on the taxonomy tree.

Potentially, this can be used for:

- Positioning of the organization within the ACM-CCS taxonomy;
- Analyzing and planning the structure of research being done in the organi-

zation,
- Finding nodes of excellence, nodes of failure and nodes needing improvement

for the organization;
- Discovering research elements that poorly match the structure of AMS-CCS

taxonomy;
- Planning of research and investment
- Integrating data of different organizations in a region, or on the national

level, for the purposes of regional planning and management.

2 Lifting Model and Method

2.1 Statement of the Problem

We assume that there are a number of concepts in an area of research or practice
that are structured according to the relation ”a is part of b” into a taxonomy,
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that is a rooted hierarchy T . We denote the set of its leaves by I. Each interior
node t ∈ T corresponds to a concept that generalizes the concepts corresponding
to the subset of leaves I(t) descending from t, viz. the leaves of the subtree T (t)
rooted at t, which will be referred to as the leaf-cluster of t.

A fuzzy set on I is a mapping u of I to the non-negative real numbers assigning
a membership value u(i) ≥ 0 to each i ∈ I. We refer to the set Su ⊂ I, where
Su = {i : u(i) > 0}, as the support of u.

Given a taxonomy T and a fuzzy set u on I, one can think that u is a, possibly
noisy, projection of a high rank concept to the leaves I. Under this assumption,
there should exist a “head subject” h among the interior nodes of the tree T
that more or less comprehensively (up to small errors) covers Su. Two types of
possible errors are gaps and offshoots as illustrated in Figure 2.

Topic in subject cluster

Gap

Head subject

Offshoot

Fig. 2. Three types of features in lifting a topic set within taxonomy

A gap is a maximal node g in the subtree T (h) rooted at h such thatI(g) is
disjoint from Su. The maximality of g means that I(parent(g)), the leaf-cluster
of g’s parent, does overlap Su. A gap under the head subject h can be interpreted
as a loss of the concept h by the topic set u. In contrast, establishing a node h
as a head concept can be technically referred to as a gain.

An offshoot is a leaf i ∈ Su which is not covered by h, i.e., i /∈ I(h),
Since no taxonomy perfectly reflects all of the real-world phenomena, some

topic sets u may refer to general concepts that are not captured in T . In this
case, two or more, rather than just one, head subjects are needed to cover them.
This motivates the following definition.

The pair (T, u) will be referred to as an interpretation query. Consider a set H
of nodes of T that covers the support Su; that is, each i ∈ Su either belongs to H
or is a descendant of a node in H , viz. Su ⊆ ∪h∈HI(h). This set H is a possible
result of the query (T, u). Nodes in H will be referred to as head subjects if they
are interior nodes of T or offshoots if they are leaves. A node g ∈ T is a gap for
H if it is a gap for some h ∈ H . Of all the possible results H , those bearing the
minimum penalty are of interest only. A minimum penalty result sometimes is
referred to as a parsimonious one.
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Any penalty value p(H) associated with a set of head subjects H should
penalize the head subjects, offshoots and gaps commensurate with the weighting
of nodes in H determined from the membership values in the topic set u. We
assign the head penalty to be head, offshoot penalty, off, and the gap penalty,
gap.

To take into account the u membership values, we need to aggregate them to
nodes of higher rank in T . In order to define appropriate membership values for
interior nodes of tree T , we assume one of the following normalization conditions:

(P) Probabilistic condition
∑

i∈I

u(i) = 1

(Q) Quadratic condition
∑

i∈I

u2(i) = 1

(N) No condition
0 ≤ u(i) ≤ 1

We observe that a crisp set S ⊆ I can be considered as a fuzzy set with the
non-zero membership values defined according to the normalization principle.

The three normalization conditions correspond to three possible ways of ag-
gregating a set of individual membership values. For each interior node t ∈ T ,
its membership weight is defined as follows:

(P) u(t) =
∑

i∈I(t) u(i)

(Q) u(t) =
√∑

i∈I(t) u(i)2 (1)

(N) u(t) = maxi∈I(t) u(i)

Under each of the definitions, the weight of a gap is zero. The membership
weight of the root is 1 with each of the three normalizations. In the case of a
crisp set S with no condition (N), the weight of node t ∈ T is equal to zero if
I(t) is disjoint from S, and it is unity, otherwise.

We now define the notion of pruned tree. Pruning the tree T at t results in the
tree remaining after deleting all descendants of t. The definitions in (1) are con-
sistent in that the weights of the remaining nodes are unchanged by any sequence
of successive prunings. Note, however, that the sum of the weights assigned to
the leaves in a pruned tree with normalizations (Q) and (N) is typically less
than that in the original tree. With the normalization (P), it unchanges. One
can notice, as well, that the decrease of the summary weight at the repeated
pruning of the tree is steeper with no normalization (N).

We consider that weight u(t) of node t influences not only its own contri-
bution, but also contributions of those gaps that are children of t. Therefore,
the contribution to the penalty value of each of the gaps g of a head subject
h ∈ T is weighted according to the membership weight of its parent, as defined
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by γ(g) = u(parent(g)). Let us denote by Γ (h) the set of all gaps below h. The
gap contribution of h is defined as γ(h) =

∑
g∈Γ (h) γ(g). For a crisp query set S

with no condition, (N), this is just the number of gaps in Γ (h).
To distinguish between proper head subjects and offshoots in H we denote

the set of leaves and interior nodes in H as H− and H+, respectively.
Then our penalty function p(H) for the tree T is defined by:

p(H) = head ×
∑

h∈H+

u(h) + gap ×
∑

h∈H+

γ(h) + off ×
∑

h∈H−
u(h).

The problem is to find such a set H that minimizes the penalty - this will be
the result of the query (T, u).

2.2 Lifting Method

A preliminary step is to prune the tree T of irrelevant nodes. We then annotate
all interior nodes t ∈ T by extending the leaf membership values as in (1). Those
nodes in the pruned tree that have a zero weight are gaps; they are assigned
with a γ-value which is the u-weight of its parent. This can be accomplished as
follows:

(a) Label with 0 all nodes t whose clusters I(t) do not overlap Su. Then remove
from T all nodes that are children of 0-labeled nodes since they cannot be
gaps. We note that all the elements of Su are in the leaf set of the pruned
tree, and all the other leaves of the pruned tree are labelled 0.

(b) The membership vector u is extended to all nodes of the pruned tree accord-
ing to the rules in (1).

(c) Recall that Γ (t) is the set of gaps, that is, the 0-labeled nodes of the pruned
tree, and γ(t) =

∑
g∈Γ (t) u(parent(g)). We compute γ(t) by recursively as-

signing Γ (t) as the union of the Γ -sets of its children and γ(t) as the sum of
the γ-values of its children. For leaf nodes, Γ (t) = � and γ(t) = 0 if t ∈ Su.
Otherwise, i.e. if t is a gap node (or, equivalently, if t is labelled 0), Γ (t) = t
and γ(t) = u(parent(t)).

The algorithm proceeds recursively from the leaves to the root. For each node t,
we compute two sets, H(t) and L(t), containing those nodes at which gains and
losses of head subjects occur. The respective penalty is computed as p(t).

I Initialisation
At each leaf i ∈ I: If u(i) > 0, define H(i) = i, L(i) = � and p(i) =
off × u(i).
If u(i) = 0, define H(i) = �, L(i) = � and p(i) = 0.

II Recursion
Consider a node t ∈ T having a set of children W , with each child w ∈ W
assigned a pair H(w), L(w) and associated penalty p(w). One of the following
two cases must be chosen:
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(a) The head subject has been gained at t, so the sets H(w) and L(w) at its
children w ∈ W are not relevant. Then H(t), L(t) and p(t) are defined
by: H(t) = t;
L(t) = Γ (t);
p(t) = head × u(t) + gap× γ(t)

(b) The head subject has not been gained at t, so at t we combine the H-
and L-sets as follows:

H(t) =
⋃

w∈W

H(w), L(t) =
⋃

w∈W

L(w) and p(t) =
∑

w∈W

p(w).

Choose whichever of (a) and (b) has the smaller value of p(t).
III Output: Accept the values at the root:

H(root) - the heads and offshoots, L(root) - the gaps, p(root) - the penalty.

It is not difficult to prove that the algorithm does produce a parsimonious
result.

3 An Example of Application

Table 1 presents a fuzzy cluster obtained in our project (on the data from a
survey conducted in CENTRIA of Faculdade de Ciencias e Tecnologia, Univer-
sidade Nova de Lisboa (DI-FCT-UNL) in 2009) by applying our Fuzzy Additive
Spectral clustering (FADDIS) algoritm [13]. This cluster is visualized with the
lifting method applied at penalty parameter values displayed in Figure 3. The
description of the visualization is presented in Table 2.

Table 1. A cluster of research activities undertaken in a research centre

Membership Code ACM-CCS
value Topic

0.69911 I.5.3 Clustering
0.3512 I.5.4 Applications in I.5 PATTERN RECOGNITION
0.27438 J.2 PHYSICAL SCIENCES AND ENGINEERING (Applications in)
0.1992 I.4.9 Applications in I.4 IMAGE PROCESSING AND COMPUTER VISION
0.1992 I.4.6 Segmentation
0.19721 H.5.1 Multimedia Information Systems
0.17478 H.5.2 User Interfaces
0.17478 H.5.3 Group and Organization Interfaces
0.16689 H.1.1 Systems and Information
0.16689 I.5.1 Models in I.5 PATTERN RECOGNITION
0.14453 I.5.2 Design Methodology (Classifiers)
0.13646 H.5.0 General in H.5 INFORMATION INTERFACES AND PRESENTATION
0.13646 H.0 GENERAL in H. Information Systems
0.16513 H.1.2 User/Machine Systems



10 B. Mirkin et al.

Mapping of CENTRIA Cluster 1 on ACM−CCS taxonomy
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Penalty: 
Head Subject: 1
Offshoot: 0.8
Gap: 0.055

Fig. 3. Visualization of the optimal lift of the cluster in Table 1 in the ACM-CCS tree;
most irrelevant leaves are not shown for the sake of simplicity

Table 2. Interpretation of the cluster with optimal lifting

HEAD SUBJECTS

H. Information Systems
I.5 PATTERN RECOGNITION

OFFSHOTS

I.4.6 Segmentation
I.4.9 Applications
J.2 PHYSICAL SCIENCES AND ENGINEERING

GAPS

H.2 DATABASE MANAGEMENT
H.3 INFORMATION STORAGE AND RETRIEVAL
H.4 INFORMATION SYSTEMS APPLICATIONS
H.5.4 Hypertext/Hypermedia
H.5.5 Sound and Music Computing
I.5.5 Implementation
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4 Conclusion

The lifting method should be a useful addition to the methods for interpreting
topic sets produced by various data analysis tools. Unlike the methods based on
the analysis of frequencies within individual taxonomy nodes, the interpretation
capabilities of this method come from an interplay between the topology of the
taxonomy tree, the membership values and the penalty weights for the head
subjects and associated gap and offshoot events.

On the other hand, the definition of the penalty weights remains of an issue in
the method. One can think that potentially this issue can be overcome by using
the maximum likelihood approach. This can happen if a taxonomy is used for
visualization queries frequently – then probabilities of the gain and loss events
can be assigned to each node of the tree. Using this annotation, under usual
independence assumptions, the maximum likelihood criterion would inherit the
additive structure of the minimum penalty criterion. Then the recursions of the
lifting algorithm will remain valid, with respective changes in the criterion of
course.

We can envisage, that such a development may put the issue of building the
taxonomy tree onto a firm computational footing according to the structure
of the flow of queries. An ideal taxonomy in an ideal world would be annotated
with very contrast, one or zero probabilities, because most query topic sets would
coincide with the leaf-clusters. On the contrary, the taxonomy at which the loss
probabilities are similar to each other across the tree may be safely claimed
unsuitable for the current query flow.
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On Merging the Fields of Neural Networks and

Adaptive Data Structures to Yield New Pattern
Recognition Methodologies
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Abstract. The aim of this talk is to explain a pioneering exploratory re-
search endeavour that attempts to merge two completely different fields
in Computer Science so as to yield very fascinating results. These are
the well-established fields of Neural Networks (NNs) and Adaptive Data
Structures (ADS) respectively. The field of NNs deals with the training
and learning capabilities of a large number of neurons, each possessing
minimal computational properties. On the other hand, the field of ADS
concerns designing, implementing and analyzing data structures which
adaptively change with time so as to optimize some access criteria. In this
talk, we shall demonstrate how these fields can be merged, so that the
neural elements are themselves linked together using a data structure.
This structure can be a singly-linked or doubly-linked list, or even a Bi-
nary Search Tree (BST). While the results themselves are quite generic,
in particular, we shall, as a prima facie case, present the results in which
a Self-Organizing Map (SOM) with an underlying BST structure can be
adaptively re-structured using conditional rotations. These rotations on
the nodes of the tree are local and are performed in constant time, guar-
anteeing a decrease in the Weighted Path Length of the entire tree. As
a result, the algorithm, referred to as the Tree-based Topology-Oriented
SOM with Conditional Rotations (TTO-CONROT), converges in such a
manner that the neurons are ultimately placed in the input space so as
to represent its stochastic distribution. Besides, the neighborhood prop-
erties of the neurons suit the best BST that represents the data.

Summary of the Research Contributions

Consider a set A = {A1, A2, . . . , AN} of records, where each record Ai is identi-
fied by a unique key, ki. The records are accessed with respective probabilities
S = [s1, s2, . . . , sN ], which are assumed unknown. In the field of Adaptive Data
Structures (ADS), we try to maintain A in a data structure which is constantly
changing so as to optimize the average or amortized access times.
� Chancellor’s Professor ; Fellow : IEEE and Fellow : IAPR. The Author also holds

an Adjunct Professorship with the Dept. of ICT, University of Agder, Norway. The
author is grateful for the partial support provided by NSERC, the Natural Sciences
and Engineering Research Council of Canada. Although the research associated with
this paper was done together with my students including Rob Cheetham, David Ng
and Cesar Astudillo, the future research proposed is truly of an exploratory nature,
and in one sense, could be “wishful thinking”.
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If the data is maintained in a list, adaptation is obtained by invoking a Self-
Organizing List (SLL), which is a linear list that rearranges itself each time an
element is accessed. The goal is that the elements are eventually reorganized in
terms of the descending order of the access probabilities. Many memoryless up-
date rules have been developed to achieve this reorganization, [5,8,13,15,16,17].
Foremost among these are the well-studied Move-To-Front (MTF), Transposi-
tion, the POS(k) and the Move-k-Ahead rules. Schemes involving the use of extra
memory have also been developed [16,17]. The most obvious of these, uses coun-
ters to achieve the estimation of the access probabilities. Another is a stochastic
Move-to-Rear rule due to Oommen and Hansen [15], which moves the accessed
element to the rear with a probability which decreases each time the element is
accessed. Stochastic MTF [15] and various stochastic and deterministic Move-
to-Rear schemes [16,17] due to Oommen et. al have also been reported. All of
these rules can also be used for Doubly-Linked Lists (DLLs), where accesses can
be made from either end of the list.

A Binary Search Tree (BST) may also be used to store the records where
the keys are members of an ordered set, A. Each record Ai is identified by a
unique key, and the records are stored in such a way that a symmetric-order
traversal of the tree (with respect to the identifying key) will yield the records in
an ascending order. The problem of constructing an optimal BST given A and S
requires O(N2) time and space [11]. Generally speaking, all the BST heuristics
use the primitive Rotation operation [1] to restructure the tree. Memoryless
BST schemes also employ the Move-To-Root [4] and Simple Exchange [4] rules
which are analogous to the MTF and transposition rules for SLLs. Sleator and
Tarjan [18] introduced a scheme, which moves the accessed record up to the
root of the tree using the splaying operation – a multi-level generalization of
rotation. Schemes requiring extra memory such as the Monotonic Tree scheme
and Melhorn’s D-Tree etc. have also been proposed [14]. In spite of the fact that
SLLs and BSTs could have conflicting reorganization criteria, there is a close
mapping between certain SLL heuristics and the corresponding BST heuristics
as reported by Lai and Wood [13]. With regard to Adaptive BSTs, the most
effective solution is due to Cheetham et al. which uses the concept of Conditional
Rotations [6]. The latter paper proposed a solution where an accessed element
is rotated towards the root if and only if the overall Weighted Path Length of
the resulting BST decreases.

The field of NNs [7,9] deals with the training and learning capabilities of a
large number of computing elements (i.e., the neurons), each possessing minimal
computational properties. There are scores of families of NNs described in the lit-
erature, including the Backpropagation, the Hopfield network, the Neocognitron,
the SOM etc. [12]. However, unlike the traditional concepts useful in developing
families of NNs, we propose to “link” the neurons together using a data structure
which can be a SLL, a DLL or even a BST. As far as we know, such an attempt
to merge the fields of NNs and ADS is both novel and pioneering.

The advantage of using an ADS is that during the training phase, we can
modify the configuration of the data structure by moving a neuron closer to
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its head (root), and thus explicitly recording the relevant role of the particular
node with respect to its nearby neurons. This leads us to the concept of Neural
Promotion, which is the process by which a neuron is relocated in a more
privileged position1 in the network with respect to the other neurons in the
neural network. Thus, while “all neurons are born equal”, their importance in
the society of neurons is determined by what they represent. This is achieved,
by an explicit advancement of its rank or position.

While the results themselves are quite generic and can potentially lead to
many new avenues for further research, in particular, we shall, as a prima facie
case, present the results [2,3] in which the NN is the Self-Organizing Map (SOM)
[12]. Even though numerous researchers have focused on deriving variants of the
original SOM strategy, few of the reported results possess the ability of modifying
the underlying topology, leading to a dynamic modification of the structure
of the network by adding and/or deleting nodes and their inter-connections.
Moreover, only a small set of strategies use a tree as their underlying data
structure. From our perspective, we believe that it is also possible to gain a
better understanding of the unknown data distribution by performing structural
tree-based modifications on the tree, by rotating the nodes within the BST that
holds the whole structure of neurons. Thus, we attempt to use rotations, tree-
based neighbors and the feature space as an effort to enhance the capabilities
of the SOM by representing the underlying data distribution and its structure
more accurately. Furthermore, as a long term ambition, this might be useful for
the design of faster methods for locating the SOM’s Best Matching Unit.

The prima facie strategy for which we have obtained encouraging results
is the Tree-based Topology-Oriented SOM with Conditional Rotations (TTO-
CONROT). TTO-CONROT has a set of neurons, which, like all SOM-based
methods, represents the data space in a condensed manner. Secondly, it possesses
a connection between the neurons, where the neighbors are based on a learned
tree-based nearness measure. Similar to the reported families of SOMs, a subset
of neurons closest to the BMU are moved towards the sample point using a vector
quantization rule. But, unlike many of the reported SOM families, the identity of
the neurons moved is based on the tree-based proximity (and not on the feature-
space proximity). CONROT-BST achieves neural promotion by performing a
local movement of the node, where only its direct parent and children are aware
of the neuron promotion. Finally, the TTO-CONROT incorporates tree-based
mutations, namely the above-mentioned conditional rotations.

Our proposed strategy is adaptive, with regard to the migration of the points
and with regard to the identity of the neurons moved. Additionally, the distri-
bution of the neurons in the feature space mimics the distribution of the sample
points. Lastly, by virtue of the conditional rotations, it turns out that the entire
tree of neurons is optimized with regard to the overall accesses, which is a unique
phenomenon – when compared to the reported family of SOMs.

The potential to extend these results for other NN families and ADSs is open.

1 As far as we know, we are not aware of any research which deals with the issue of
Neural Promotion. Thus, we believe that this concept, itself, is pioneering.
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Abstract. Pair-wise sequence alignment is the basic method of compar-
ative analysis of proteins and nucleic acids. Studying the results of the
alignment one has to consider two questions: (1) did the program find all
the interesting similarities (“sensitivity”) and (2) are all the found sim-
ilarities interesting (“selectivity”). Definitely, one has to specify, what
alignments are considered as the interesting ones. Analogous questions
can be addressed to each of the obtained alignments: (3) which part of
the aligned positions are aligned correctly (“confidence”) and (4) does
alignment contain all pairs of the corresponding positions of compared
sequences (“accuracy”). Naturally, the answer on the questions depends
on the definition of the correct alignment. The presentation addresses the
above two pairs of questions that are extremely important in interpreting
of the results of sequence comparison.

Keywords: alignment, seed, sequence comparison, sensitivity, selectiv-
ity, accuracy, confidence.

1 Seeds, Sensitivity and Selectivity

Many programs of sequence similarity search (e.g. BLAST, FASTA) are based
on the filtration paradigm; they firstly mark the regions of putative similarity
and then restrict the search with the regions only. To perform the first step the
seeding scheme is usually implemented: one searches only for the similarities
containing the strong similarity of special form, e.g. the similarities containing
k consecutive matches. This seeding scheme leads to the drastic speed up com-
pared to the more rigorous dynamic programming based methods at the price
of possible loss of some interesting similarities.

In the framework of similarity search in biological sequences, a seed specifies
a class of short sequence motifs which, if shared by two sequences, are assumed
to witness a potential similarity. We say that a seed matches a similarity (or
a similarity is recognized by a seed) if it contains a sub-similarity correspond-
ing to a seed. To define what is sensitivity and selectivity of a seed we have to
make some preliminary definitions. First, we have to describe the set of con-
sidered possible sequence alignments and the subset of interesting similarities
(“target similarities”). For example, we may consider all ungapped similarities
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(alignments) of a given length and the set of target similarities consisting of all
ungapped alignments having identity level higher than a given cut-off. Second, we
have to consider the two probability distributions on alignments: the background
distribution, corresponding to the random alignments and the foreground dis-
tribution that corresponds to the target alignments. E.g. one can consider both
distributions as Bernoulli distributions in two-letter alphabet (match-mismatch)
and define the probability of match as 0.25 for the background distribution and
as (say) 0.7 for the foreground distribution.

Given the set of target alignments and the distributions, the sensitivity of a
seed is the probability that a random similarity is recognized by a seed according
to a foreground distribution and the selectivity of a seed is the probability that a
random similarity is recognized by a seed according to a background distribution.
For the Bernoulli distribution the selectivity is often defined as a probability that
a seeding similarity can be found for two random independent sequences of a
length equal to the seeds length.

The seed implemented in BLASTN program [1] describes a class of k consec-
utive matches (default k = 11). The selectivity of the default seed is 0.25k =
0.2511 ∼ 10−6 . The sensitivity of the seed for ungapped nucleotide similarities
of length 64 with 70% identity is ∼ 0.3. Several years ago Ma, Tromp and Li
[2] have proposed to use k nonconsecutive letters as a seed. This change surpris-
ingly led to a significant improvement of sensitivity without loss of selectivity
that depends only on the desired number of matches k and on the background
match probability. E.g. the seed 110100110010101111 (1 stands for the match
positions and 0 stands for “spaces”) has the sensitivity 0.46 with the same num-
ber of matches k = 11. The seminal work of Ma, Tromp and Li (2002) have
caused the investigation of various seed models both for nucleic and amino acid
sequences, e.g. vector seeds, subset seeds, multyseeds, etc [3]-[12].

We will consider advantages and disadvantages of the models and will present
the unifying framework to compute the seed sensitivity.

2 Alignments, Accuracy and Confidence

For many applications it is important to evaluate the quality of algorithmi-
cally obtained alignments, i.e. how close the algorithmic alignment is to the
evolutionarily true one. Here the evolutionarily true alignment is an alignment
superimposing the positions originating from the same position of the common
predecessor [13].

Moreover, it is important not only to know the quantitative measure of the
average similarity of alignments but also to understand the typical differences
between the algorithmic and the evolutionary true alignments. However, the
evolutionarily true alignment of given sequences is usually unknown, and thus
an approximation is needed.

There are two possible ways to obtain such an approximation: (1) to use arti-
ficial sequences pairs obtained according to a proper evolutionary model [14,15]
and (2) to use alignments based on the superposition of the protein 3D-structures
(that is possible only for the comparison of amino acid sequences) [13,16].
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Accuracy and confidence of global and local alignments were studied in several
papers [13,14], [16]-[19]. The data show that the main difference between the
algorithmic and true alignments is the number of gaps while the average length
of a gap is approximately the same. Surprisingly, the 3D-structure based protein
alignments contain significant number of ungapped fragments of negative score
that can not be restored in algorithmic alignments.

The significant gain both in accuracy and in confidence of protein alignments
can be achieved using the information on the secondary structure (experimen-
tally obtained or predicted) [20,21].
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The problem of reconstructing dependencies from empirical data became very
important in a very large range of applications. Procedures used to solve this
problem are known as “Methods of Machine Learning” [1,3]. These procedures
include methods of regression reconstruction, inverse problems of mathematical
physics and statistics, machine learning in pattern recognition (for visual and
abstract patterns represented by sets of features) and many others. Many web
network control problems also belong to this field. The task is to reconstruct
the dependency between input and output data as precisely as possible using
empirical data obtained from experiments or statistical observations.

Input data are composed of descriptions (curves, pictures, graphs, texts, mes-
sages) of input objects (we denote an input by x) and may be presented by
vectors in Euclidian space or vectors of discrete values. In the latter case they
may be sets of discrete features or even textual descriptions. An output value y
may be given by a real value, vector or a discrete value. In the case of pattern
recognition problem, output values may be names of classes (patterns), to which
the input object belongs.

A training set is given by a sequence of pairs (x1, y1), (x2, y2), . . . , (xl, yl). One
needs to find a dependency y = F (x) such that forecast output values y∗ = F (x)
for new input objects are most close to actual output values y, corresponding
to the inputs x. Several schemes of training sequence generation are possible.
From the theoretical point of view, it is most convenient to consider that the
pairs are generated independently by some constant (but unknown) probability
distribution P (x, y), and the same distribution is used to generate new pairs.
However, in practice the assumption of independency fails. Sometimes the dis-
tribution changes in time. In this case adaptive schemes of learning should be
used, where the reconstructed function also changes in time. In some tasks there
is no assumption about existing of any probability distribution on the set of
pairs. Then the solution is to construct a function that properly approximates
real dependency over its domain. If dependency between input and output vari-
ables is linear (or the best linear approximation is looked for), then well known
Least Square Method is used to estimate the dependency coefficients. Still, if the
training set is small (not large enough) in comparison with the number of argu-
ments, then LSM does not work or works inefficiently. In this case some kinds
of regularization are used. If dependency is sought in the class of polynomials of
finite degree, then the problem may be reduced to the previous one by adding
degrees of initial arguments. In the case of many arguments it is necessary to
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include degree products of initial arguments. In this case, of course, the num-
ber of unknown coefficients grows rapidly and the problem becomes intractable.
Besides algebraic polynomials, trigonometric ones can be used, or, in general, ex-
pansions over preselected system of basis functions. If the dependency is sought
in the form of piece-wise linear or piece-wise continuous function, then the stan-
dard least square method cannot be applied and other tools should be used, such
as artificial neural networks. If the number of basis function necessary for proper
approximation is too large, then kernel technique may be applied, which allows
one to estimate the function value at a given point or at a set of given points.
The so-called inverse problems of mathematical physics and statistics are also of
this type.

Machine learning in pattern recognition is a particular case of dependency re-
construction. Here the output value is the name of a class. This class of problems
covers a very large range of applications from image recognition to recognition of
certain type of DNA sites, message classification, or recognition of unauthorized
access attempts. In all cases of dependency reconstruction, one chooses a priori
a certain class of models and then selects from it a model that in a sense is the
best for describing dependency between input and output.

Three general questions arise in relation to any learning approach:

1. Is there a good model in the class that we have chosen?
2. May we hope that if the model behaves well on the training set, will it also

behave well on new data?
3. Is there an efficient algorithm for selecting a proper model from a given class

of models?

The smaller is the set of models, the closer is the point delivering minimum
to empirical risk to the point delivering minimum to the true risk (within the
class). On the other hand, the chance to find a good model within a small class
is less than that for a large class. A solution may be as follows: Consider a set
of expanding classes and choose the optimal size of a class, depending on the
size of the training sample. For example, it is possible to increase (or decrease)
the degree of approximating polynomial, or increase the number of terms in
trigonometric expansion (or expansion over any other system of basic functions).
In the case of linear function it is possible to define an order on the arguments
and then sequentially increase the number of input variables in this order. One
also can look over all combinations of arguments, increasing their number. In the
case of piece-wise linear approximation one may change the number of pieces or
number of neurons of the artificial neural network.

How one can find the best size of the class? The simplest way is to reserve
a part of data set given for learning (validation set), using the rest part for
finding the best model within expanding classes and then testing the result
using the validation set, and at last selecting the model with the best score on
the validation test. However, usually training data are lacking and it is costly to
reserve some part of it. In this case one can use a means of control that does not
need reservation, e.g. cross-validation. Another way is to estimate analytically
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the difference between empirical and real risk values depending on training data
and the size of a class from which we select the best model. The reason is that
the empirical risk always deceases (not increases) with the class size, while the
true risk passing its minimum starts increasing with the class size. Analytically it
is possible to determine a corresponding correction. Other methods for choosing
optimal complexity of a decision are possible. Note that the model complexity
does not always directly correlates with the size of a class of models. For example,
some very complicated procedures of feature preprocessing may be proposed, and
the best decision rule is sought for a narrow class described in terms of secondary
features resulting from preprocessing.

Let us consider in more detail some principles of choosing optimal model com-
plexity within analytical approach. It is well known that maximum likelihood
principle gives good results if the number of model parameters is rather low
in comparison with the size of training data. On the other hand, Bayesian ap-
proach [2] gives the optimal result in the case where the number of parameters
is very large or even infinite, but it requires a priori distribution over the set
of their possible values. This approach results in a form of regularization, and
it gives optimal degree of the selected model complexity. But how one can find
this a priori distribution? Bayesian approach does not give any answer to this
question. However, in many cases the a priori distribution depends on few pa-
rameters. Hence, it is promising to hybridize maximum likelihood and Bayesian
approaches [4]: constructing likelihood function for the parameters of the a priori
distribution, finding their optimal value and using them in Bayesian method. In
some cases this approach gives very efficient algorithms.

Another idea is to use analytical estimates of the uniform closeness of em-
pirical risk to the true risk (in absolute or relative form) and to use them as
the estimates of the difference between empirical and real risk values. Then it
is possible to use the estimates for choosing the best model complexity as it is
mentioned above.
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Abstract. The classical learning problem of the pattern recognition in
a finite-dimensional linear space of real-valued features is studied un-
der the conditions of a non-stationary universe. The training criterion
of non-stationary pattern recognition is formulated as a generalization
of the classical Support Vector Machine. The respective numerical algo-
rithm has the computation complexity proportional to the length of the
training time series.

The majority of modern methods for pattern recognition works under the as-
sumption that properties of the environment and consequently required decision
rule doesn’t change in a process of data collection as well as during the exam.
However, recently there have appeared many applications, in which samples
of training set are entering the system over a long period of time, when the
properties of the analyzed phenomenon may undergo considerable changes. The
example of such problem is task of filtering irrelevant or publicity hyperlinks as a
result of retrieval request. The behavior of internet advertising distributors con-
stantly turns and it causes changes of publicity hyperlinks features that should
result in the adequate correction of search mechanism. Often in this kind of tasks
both the nature of changes in the environment and the fact of changes itself are
hidden from direct observation and this makes learning even more difficult. In
literature this problem is called concept drift [1].

At present there are three approaches to the construction of algorithms taking
into account non-stationary character of decision rule: algorithms based on se-
lecting instances, algorithms based on weighted instances and algorithms based
on classifier selection and mergers. The goal of algorithms using selection of in-
stances is the choice of prototypes which are relevant for decision rule at the
present moment. As a rule, it is realized with the help of running window tech-
nology when decision rule at the present moment is made only on the basis of the
instances obtained from previous time points. The examples of such algorithms
can be FLORA family of algorithms [1] and TMF [2].

Algorithms based on weighting of instances [3] obtained from different time
points use the ability of some learning algorithms such as Support Vector Ma-
chines (SVMs) method to assign weights to different instances. As a rule, weights
are assigned to the instances according to their ”age” (e.g. period of time from
their obtaining).
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By ensemble-based approach [5] for pattern recognition in non-stationary
environment, required decision rule is made as voting or weighted voting of
classifiers obtained for different conditions. For example, in the paper [4] it is
proposed to cluster training samples and to construct its own classifier for each
cluster.

In general, we can mark that all existing algorithms are more or less heuris-
tic and a certain set of heuristics is determined by a specificity of the current
task. In this paper we propose stochastic concept of the non-stationary environ-
ment based on Bayesian approach to the pattern recognition problem. The main
instantaneous property of the non-stationary environment is understood as time-
dependent separating hyperplane that in the best way describes the differences
between feature vectors of samples of two classes. The proposed concept brings
about the learning algorithm that is a generalization of the classical SVM for
the case when the parameters of the separating hyperplane change with time.

1 Bayesian Definition of the Pattern Recognition
Problem in Non-stationary Environment

Let every instance of the environment ω ∈ Ω is presented by a point in the linear
feature space x(ω) =

(
x1(ω), . . . , xn(ω)

) ∈ R
n, and its hidden membership in

one of two classes is determined by an index value of the class y(ω) ∈ {1,−1}.
The paper [6] proposed a stochastic model of the universe. The main model
assumption is a priori parametric distribution of the instances

φ (x|a, b, y; c) =
{

const, yz (a,x) ≥ 1,

e−c(1−yz(a,x)), yz (a,x) < 1,
(1)

And this distribution is defined by the objectively existing hyperplane z(x,a) =
aT x + b = 0 with an unknown directing vector of features a = (a1, a2, ..., an),
having a priori distribution Ψ(a, b|σ2) ∝ exp

(− 1
2σ2 aT a

)
. Using the maximum

a posteriori probability principle for the directing vector parameters estimation
(a, b) leads us to the widely-known support vector criterion

⎧
⎨

⎩
J(a, b, δ1, ..., δN |c)= aT a + c

N∑
j=1

δj → min,

yj

(
aTa + b

)≥1−δj, δj ≥ 0, j = 1, ..., N,

(2)

that was proposed by V. N. Vapnik from a strictly deterministic point of view.
Of course, the concept of time is completely absent here.

The principal distinction of the concept of non-stationary environment given
in this paper consists in taking into consideration time factor t. We suppose that
the main property of non-stationary environment is expressed by time-dependent
separating hyperplane that characterizes primary difference of the feature vectors
of instances of two classes. This separating hyperplane, in turn, is completely
defined by its own direction vector and location parameter, which should be
considered as time functions at bt: ft

(
x(ω)

)
= aT

t x + bt. In the terms of the
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improper probability distributions of two classes in the feature space such idea is
formulated in the form of hypothesis that parameters of this pair of distributions
are time varying:

φ (x|at, bt, y; c) =
{

const, yz(at,x)≥1,
e−c(1−yz(at,x)), yz(at,x)<1,

(3)

where z(x, at) = aT
t x + b = 0.

We will suppose that at the zero time moment a priori distribution of the sep-
arating hyperplane is improper and has the appearance: ψ0(a0, b0) ∝ ψ0(a0) =
N(a0|0, I). In turn we will regard directing vector aj as a stochastic stationary
process: at = qat−1 + ξ t, M (ξ t) = 0, M(ξ tξ

T
t ) = dI, 0 ≤ q < 1.

2 Dynamic Support Vector Machine Criterion

Now every instance ω ∈ Ω is considered only together with the indication of time
point when this instance was presented (ω, t). As a result the training set repre-
sents as the set of triplet

{
(Xt ∈ R

n, Yt, t)
}T

t=1
, (Xt,Yt) = {(xk,t, yk,t)}Nt

k=1 -
a subset of instances, entered in time point t.

We obtain the sought-for sequence (at, bt)T
t=1 as maximum point of joint a

priori distribution of separating hyperplane’s parameters and training sample.
The maximum a posteriori probability principle lets to the criterion

J(at, bt, δt,j , t = 0, ..., T ) = aT
0 a0 + 1

d

T∑
t=1

(at − qat−1)
T (at − qat−1)+

+ 1
d′

T∑
t=1

(bt − bt−1)
2 +

T∑
t=1

Nt∑
j=1

δj,t → min
[at,bt]Tt=1

yj,t(aT
t xj,t + bt) ≥ 1 − δj,t, δj,t ≥ 0, j = 1, . . . , Nt, t = 1, ..., T

(4)

The criterion (4) realizes the conception of the rather smooth sequence of opti-
mal separating hyperplanes as opposed to the conception of the single optimal
hyperplane in (2).

As the classic learning problem, the dynamical problem (4) is a quadratic
programming problem but contains T (n + 1) + N variables in contrast to (n +
1)+N variables in (2). It is known that a computational complexity of the general
quadratic programming problem is proportional to the cube of the number of
variables, i.e. a dynamic problem ex facte is more complex than the classical
problem.

But the objective function in a dynamic problem (4) is pair-wise separable, i.e.
representing a sum of private functions every of which depends on the variables
connected with one or two time points in their increasing order. The algorithm
of the pair-wise separable criterion optimization suggested in this paper consists
in an approximate implementation of the dynamic programming procedure and
permits to solve the problem mentioned above within the number of iterations
proportional to the length of the training sequence.
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3 Quickly Optimization Procedure for a Dynamic SVM
Criterion

The algorithm for the optimization of the obtained pair-wise separable criterion
proposed in this paper is based on the using a general principle of the dynamic

programming. Let us to introduce the following notation zt =
[
z′Tt z′′

t

]T
, z′t =

[
aT

t bt

]T
, z′′t = [δj]

Nt

j=1:

ζt(z′t) = (z′t − z0
t )T Q0

t (z′t − z0
t ), χt(z′′t) = CeT

t z′′t, et = [1]Nt

1 , t = 1, ..., T,
γt(z′t−1, z′t) = (z′t − Ajz′t−1)T Uj(z′t − Ajz′t−1)

and rewrite the criterion (4) in a more convenient form

J(z0, ..., zT ) =
T∑

t=0

ζt(z′t) +
T∑

t=0

χ(z′′t ) +
T∑

t=1

γt(z′t−1, z
′
t) → min, zt ∈ Zt

where the areas of acceptable values for variables are determined by the condi-
tions
{
z ∈ Rn+2 : gT

j · z′t + z′′j − 1 ≥ 0 , j = (Nt−1 + 1), ..., Nt, t = 0, ..., T, z′′t ≥ 0}
The central idea of the dynamical programming method uses the concept of a
sequence of Bellman functions J̃t(zt) = min

z0,...,zt−1
Jt([zs]ts=1), [zs ∈ Zs]t−1

s=0, con-

nected with partial criteria Jt(z0, ..., zt)=
t∑

s=0
ζs(z′s)+

t∑
s=0

χ(zs)+
t∑

s=1
γs(z′s−1, zs

′)

having the same structure as the full objective function but defined on the set
of variables Zt = (zs, s = 0, ..., t). In order to obtain the filtering estimations of
the separating hyperplane’s parameters we will use the fundamental property of
Bellman function

J̃t(zt) = ζt(z′t) + χ(z′′t) + min
z′′

t−1,z′′
t−1

[
γt(z′t−1, z′t) + J̃t−1(zt−1)

]
, (5)

which is called the direct recurrence relation. The procedure begins with the
first Bellman function J̃0(z0) = ζ0(z0

′) + χ(z′′0). Then Bellman functions are
recurrently evaluated for the following observation. And the minimum of Bellman
function on every step determines the filtering value of the parameters of the
optimal separating hyperplane

ẑt = arg min
zt

Ĵt(zt), zt ∈ Zt. (6)

The optimization procedure is based on the hypothesis that there exists an ap-
propriate compact form for Bellman functions representation, allowed to store
this functions in the memory. But in the case then inequality constraints are
imposed upon the sought-for variables and the Bellman functions are piecewise
quadratic and consequently the dynamic programming procedure cannot be ap-
plied immediately. In order to save the computation advantages of the dynamic
programming procedure we use here the following trick.
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We heuristically replace the non quadratic functions Ft(z′t) =
min

zt−1∈Zt−1

[
γt(z′t−1, z′t) + J̃t−1(zt−1)

]
by the some appropriate quadratic ap-

proximation F̂t(z′t) = ĉt + (z′t − ẑt)T Q̂t(z′t − ẑt). Then the following approx-
imations of Bellman functions will be quadratic too and a numerical imple-
mentation of the dynamic programming procedure will be possible. Thus, the
quadratic approximation of the Bellman function comes to the selection of ap-
propriate values of the parameters (ĉt, ẑt, Q̂t) of the quadratic function F̂t(z′t),
which would ensure invariance conservation of the main features of, generally
speaking, non-quadratic function and consequently the initial Bellman function.
Such features are the minimum point position ẑt = argminFt(z′t), minimum
point value ĉt = min Ft(z′t) , and also the matrix of the second derivatives at the
minimum point Q̂t = ∇2Ft(z′t)

∣∣
arg min Ft(z′

t)
.

4 Case Study: Spam-Filtering Problem

The object of the experimental study in this paper is the problem of filtering
spam-addresses in a result of retrieval request. The behavior of distributors of
network advertising constantly improves and as a result a classifier of advertis-
ing links used by a search engine should adapt to the behavior of spammers.
Consequently we come to problem of construction the time-dependent decision
rule.

As the training data we took an anonymous set of hyperlinks URL Reputation
Data Set from the repository UCI, first described in the paper [7]. This set
consists of the addresses of Web resources for 121 days grouped according to the
observation days and contains both advertising and relevant hyperlinks. Every
instance in the data base is characterized by 3.2 million features which may be
divided into two groups: lexical (hostname, primary domain, TLD and etc.) and
host-based (WHOIS info, IP prefix, geographic and etc.). The values of features
are normalized from 0 to 1, and the features themselves are anonymous. For
carrying out the experiments from this data base in different ways there have
been randomly selected 10 instances for each of 11 days taken from the 1st to the
110th day with the step of 10 days. The testing set was comprised by accidentally
selected 4000 instances of the 120th day. We deleted the features with the values
that are equal on all instances of the training set out of feature descriptions of the
instances participating in the experiment, the number of the rest was 326. The
experiment was repeated for different sets of training instances. Two algorithms
were compared in the course of the experiment: normal support vector machine
with the hyperplane, constructed on all instances of the training set and the
algorithm of successive refinement of the decision rule, suggested in the paper.
In the proposed algorithm of dynamic pattern recognition the parameters of
the required decision rule d and d′ were chosen by cross-validation procedure,
on each iteration of which non-stationary decision rule was constructed without
taking into account the instances entered over one of the days. The general per
cent of erroneously classified links ε was calculated for each algorithm: the per
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cent of malicious URLs erroneously classified as benign ones, ε− and the per cent
of benign URLs, erroneously classified as malicious ones ε+. As the results given
in the table show, the incremental learning algorithm of the pattern recognition
allows to improve significantly the quality of recognition that indirectly confirms
non-stationary character of the data used for the experiments.

Algorithm ε−, % ε+, % ε, %

SVM 32.32 5.94 16.0

Incremental
Algorithm

14.96 4.49 8.49

5 Conclusions

In the paper the adaptation of the general definition of the pattern recognition
learning problem with two classes of instances in the finite-dimensional space
of real features is made under the conditions of non-stationary environment.
The non-stationary property of environment is considered as time-changing de-
cision rule. Under this assumption the learning criterion appeared a dynamic
modification of SVM criterion. Also we have suggested optimization algorithm
for Dynamic SVM having the linear computational complexity relative to the
length of the training time series. Our algorithm was applied to the problem of
filtering irrelevant or publicity hyperlinks as a result of retrieval request and its
application achieved a good enough result as compared with classical SVM.
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Abstract. The method for classification performance improvement us-
ing hidden Markov models (HMM) is proposed. The k-nearest neighbors
(kNN) classifier is used in the feature space produced by these HMM.
Only the similar models with the noisy original sequences assumption
are discussed. The research results on simulated data for two-class clas-
sification problem are presented.
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1 Introduction

HMM are a powerful tool for modeling of various processes and pattern recog-
nition. By their nature, Markov models allow to deal with spatial-temporal se-
quence characteristics directly and therefore they became widely-used [1], [2],
[3]. However, despite a wide circulation of models of this kind, HMM possess
low enough classification abilities. Though these models are widespread HMM
possess of sufficiently low classification properties. At the same time it is well
known that the HMM have a fairly low classification ability.We understand the
classification problem by the following. We have an object set discriminated on
classes by expert (training with teacher). This object set is named the training
set. We want to create an algorithm that will be able to classify a test object
from origin set. The two-class classification problem using the matrix of dis-
tances between the objects is discussed in this article. In this case, the each
object is being described by distances to all other objects from training set. The
method of the nearest neighbors, the Parzen windows method and the method
of potential functions work with input data of such type. The set of Gaussian
time sequences generated by two HMMs with similar parameters are taken as
classification objects. In order to approximate real-world examples all observed
time sequences being distorted. The task was to compare the capabilities of tra-
ditional methods of classification with a simple nearest neighbor classifier [4] in
the space of first derivatives of the likelihood function for the HMM parameters.

The remainder of this article is organized as follows. Section 2 introduces the
method of solution of assigned task. Section 3 provides some results of compu-
tational experiments. Section 4 summarizes our findings.
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2 The Method of Sequences Classification

An HMM is completely described by the following parameters:

1. The initial state distribution Π = {πi}, i = 1, N , where πi = P{q1 = i} and
N – is the number of hidden states in the model.

2. The matrix of state transition probabilities A = {aij},
where aij = P{qt = j|qt−1 = i}, i, j = 1, N , t = 1, T , where T – is the length
of observable sequence.

3. The matrix of observation symbols probabilities B = {bij}, i = 1, N ,
j = 1, M , where bi(j) = P{ot = vj |qt = i}, ot – is the symbol observed at
the moment of time t = 1, T , M – is the number of observation states in the
model. In this work the case when function observable symbol probabilitie
distribution is described by a mix of normal distributions is considered in
such a manner that the one hidden state is associated with one observable
state: bi(t) = (

√
2πσi)e−(ot−μi)

2/2σ2
i ,i = 1, N , t = 1, T .

Thus, HMM is completely described by the matrix of state transition proba-
bilities, the probabilities of observation symbols and the initial state distribution:
λ = (A, B, π).

A classifier based on log-likelihood function is traditionally used. The sequence
O is considered as being generated by model λ1 if (1) is satisfied:

lnL(O|λ1) > lnL(O|λ2). (1)

Otherwise, it is considered that the sequence is generated by model λ2.
Some authors (e.g. [5],[6]) propose to use the spaces of the so-called sec-

ondary features as a feature space in which the sequences are being classified.
For example, forward-probabilities and backward-probabilities, which are used
for computation of probability that the sequence is generated by model λ, can be
used as a secondary features. The first derivatives of space of likelihood function
logarithm are also used. These derivatives are being taken with respect to differ-
ent model parameters. The authors [5] offer to include the original sequence into
the feature vector also. In this work the performance of two-class classification
in the space of the first derivatives of the likelihood function is discussed.

The classification problem states as follows. There are two groups of training
sequences: the first group consists of sequences generated by λ1, and the second
group – by λ2. Usually, in order to determine which class the test sequence Otest

is belongs to the rule (1) is used. Because the model parameters λ1 and λ2 are
unknown, at first one needs to estimate them (for example, the algorithm of
Baum-Welch is used for it), and then calculate them according to rule (1).

If the competing models have similar parameters, and the observed sequences
are not purely Gaussian sequence, the traditional classification technique using
(1) does not always give acceptable results.

The following schema that increases discriminating features of HMM.

Step 1. For each training sequence Olearni

l , i = 1, Kl, l = 1, 2 where Kl – the
count of training sequences for class with number l, the characteristic vector
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which can consist of all or a part of the features is being formed. The likelihood
function is being calculated as for true class model to which training vectors
are belong to as for model of other class. As a result the characteristic vector
for the training sequence Olearni

l generated by model λ1 consists of two subvec-
tors: V learni

l = (Z(Olearni

l , λ1), Z(Olearni

l , λ2) )T , where the first subvector
consists of features, initiated by the model λ1 , and the second – by the model λ2.

Step 2. Similarly, the characteristic vector is calculated for the test sequence
Otest.

Step 3. Using a metric based classifier (e.g. kNN) it is become clear to which
class Otest belongs to.

3 Computing Experiments

Investigations were performed under following assumptions. The models λ1 and
λ2 are defined on the hidden Markov chains with identical and they have differ-
ences in the matrix of transition probabilities only. For the first model λ1 and
for the second model λ2 the difference was in transitive probabilities only:

Aλ1 =

⎛

⎝
0.1 0.7 0.2
0.2 0.2 0.6
0.8 0.1 0.1

⎞

⎠ , Aλ2 =

⎛

⎝
0.2 0.6 0.2
0.2 0.3 0.5
0.7 0.1 0.2

⎞

⎠ .

The Gaussian distribution parameters for the models λ1 and λ2 are chosen iden-
tical: μ1 = 0, μ2 = 5, μ3 = 10, σ2

1 = σ2
2 = σ2

3 = 1. The probabilities of initial
states are coincide also: π = (1, 0, 0). Thus, models have turned out very close
to each other, and, hence, sequences differ among themselves very weakly.

The training and testing sequences have been simulated by the Monte-Carlo
method. It has been generated 5 training sets of 100 sequences for each of the
classes to perform investigations. For each training set 500 test signals were
generated for each class. The results of classification have been averaged. The
length of the each sequence has been set to 100.

3.1 The Additive Noise

The first variant of distortion of a true sequence assumed additive superposition
of the noise component distributed under some distribution law. We denoted the
sequence simulated on model λ through u. Then at superposition of noise e on
this sequence according to the following formula we received noisy sequence with
an additive noise: y = (1 − ω)u + ωe, where ω shows the influence of sequence
distortion.

The space of the first derivatives of likelihood function with respect to ele-
ments of transition probabilities matrix has been chosen as the feature space for
the kNN classifier. Further in Tables 1–3 following designations are used: APD
– the average percent of difference between the results of the kNN classifier and
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Table 1. The comparison of classification’s results at the additive noise

e�N(0, 25) e�C(0, 0.01)

ω APD AP APD AP

0.1 -1.5 89.12 11.18 88.56

0.2 -1.48 88.98 7.86 84.86

0.3 -2.14 85.82 22.62 84.26
0.4 -1.64 80.58 2.4 74.14

0.5 -0.52 72.28 -1.88 72.44

0.6 -4.28 58.98 -3.44 68.08

0.7 -2.66 53.18 -3.08 67.18

0.8 -2.82 49.26 -0.12 49.76

0.9 -1.44 49.88 0.92 50.52

the results of traditional classification; AP – the average percent of correctly
classified sequences using the kNN classifier.

The classification results with the normal noise distribution are shown in Table
1 in the 2nd and the 3rd columns. As follows from this experiment, the kNN
classifier using the space of the first derivatives of likelihood function gives worse
results than traditional classifier. It is explained by the fact that the noises and
sequences have identical normal distribution, and the algorithm of Baum-Welch
being used for parameters estimation is exactly tuned for parameters estimation
of probability distribution function of observed sequences in the conditions when
this function is the normal distribution function. The results of classification
comparison at the noise distributed on the Cauchy distribution law are in Table
1 in the 4th and the 5th columns. In this case there is opposite situation: the
kNN classifier gives better results at the noise level ω ≤ 0.4.

3.2 Probability Substitution of a Sequence by Noise

The second variant of distortion of a true sequence assumed partial substitution
of a sequence by noise under the probability scheme, i.e. with some probability
p instead of the true sequence associated with some hidden state, the noise
sequence was appearing. At this time the parameters of noisy sequence were
varying in the different experiments.

The results of classification comparison at the noise distributed on the normal
distribution law are in Table 2 from the 2nd to the 5rd columns. In the 2nd
and the 3rd columns as a result of superposition of such noise there was a
displacement of the estimated parameters of expectation, but the traditional
classifier showed better results than the proposed one. In the next two columns
there is stable classification results improvement when the probability of noise
appearance p ≤ 0.6. It is explained by the fact that the parameters of distribution
of noise generator are very big values unlike the previous case. The results of
classification comparison when the noise has a Cauchy distribution are shown in
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Table 2. The comparison of classification’s results at the probability substitution of a
sequence by noise that hasn’t dependence on the hidden state

e�N(−5, 1) e�N(30, 100) e�C(0, 0.1)

p APD AP APD AP APD AP

0.1 -2.44 81.88 21.36 78.28 12.32 82.1

0.2 -2.96 78.38 3.96 52.88 17.4 76.76

0.3 -4.6 71.04 3.74 51.99 21.4 73.68

0.4 -2.62 69.84 6.46 52.61 6.42 61.32

0.5 -2.48 65.32 1.32 51.62 3.42 54.2

0.6 -2.45 59.81 2.84 52.72 2.58 52.22

0.7 -0.8 55.54 -1.3 50.85 0.71 50.49

0.8 -2.54 52.46 1.76 50.14 1.66 51.64

0.9 -0.1 50.1 0.04 50.24 1.09 50.83

Table 2 in the 6th and the 7th columns. In this case there is stable advantage of
the kNN classifier based classifier.

Table 3. The comparison of classification’s results at the probability substitution of a
sequence by noise that has dependence from the hidden state

e�N e�C

ω APD AP APD AP

0.1 -0.58 79.1 11.46 84.06

0.2 2.78 70.54 17.08 80.42

0.3 4.3 65.52 13.66 63.04

0.4 3.78 57.2 3.17 53.95

0.5 3.8 56.94 1.74 52.2

0.6 2.96 57.08 0.81 51.11

0.7 0.12 60.94 0.14 50.18

0.8 -0.6 70.04 0.85 51.53
0.9 -2.27 77.35 1.36 50.98

Classification results with the normal noise distribution: e1�N(10, 1),
e2�N(0, 1), e3�N(5, 1) (where ei, i = 1, 3 – it is the noise appearing when
the HMM is in the ith hidden state) are shown in Table 3 in the 2nd and the
3rd columns. The observed sequences have the double-mode distribution instead
of single-mode distribution expected at p ∈ [0.2; 0.7]. The traditional classifier
is slightly worse than the proposed kNN classifier in this situation. The results
of classification comparison at the noise distributed on the Cauchy distribution
law: e1�C(0, 1), e2�C(5, 1), e3�C(10, 1), are in Table 3 in the 4th and the 5th
columns. In this case the noise substituting the original sequences is differed from
the last by using distribution law of random variables only. In this experiment
it is observed the constant advantage of the offered method that used the kNN
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classifier. Similar results were obtained in the noise parameters distributed by
Cauchy distribution law: e1�C(0, 1), e2�C(0, 0.5), e3�C(0, 0.1), i.e. with the
absence of noise displacement but with different scale of distribution.

4 Conclusion

In this article it was shown that the feature space generated by the HMM can
be used for the classification of sequences generated by the similar models. The
first derivatives of likelihood function logarithm with respect to the parameters of
HMM were used as the features. The kNN classifier was used in this feature space.
Studies have shown that with similar models and signals with the distortion the
proposed method can improve the quality of classification.
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Abstract. In this paper, we propose a nearest neighbor based outlier detection
algorithm, NDoT . We introduce a parameter termed as Nearest Neighbor
Factor (NNF ) to measure the degree of outlierness of a point with respect to
its neighborhood. Unlike the previous outlier detection methods NDoT works by
a voting mechanism. Voting mechanism binarizes the decision compared to the
top-N style of algorithms. We evaluate our method experimentally and compare
results of NDoT with a classical outlier detection method LOF and a recently
proposed method LDOF . Experimental results demonstrate that NDoT outper-
forms LDOF and is comparable with LOF .

1 Introduction

Finding outliers in a collection of patterns is a very well known problem in the data
mining field. An outlier is a pattern which is dissimilar with respect to the rest of the
patterns in the dataset. Depending upon the application domain, outliers are of particu-
lar interest. In some cases presence of outliers adversely affect the conclusions drawn
out of the analysis and hence need to be eliminated beforehand. In other cases outliers
are the centre of interest as in the case of intrusion detection system, credit card fraud
detection. There are varied reasons for outlier generation in the first place. For example
outliers may be generated due to measurement impairments, rare normal events exhibit-
ing entirely different characteristics, deliberate actions etc. Detecting outliers may lead
to the discovery of truly unexpected behaviour and help avoid wrong conclusions etc.
Thus irrespective of the underlying causes for outlier generation and insight inferred,
these points need to be identified from a collection of patterns. There are number of
methods proposed in the literature for detecting outliers [1] and are mainly of three
types as distance based, density based and nearest neighbor based.

Distance based: These techniques count the number of patterns falling within a selected
threshold distance R from a point x in the dataset. If the count is more than a preset
number of patterns then x is considered as normal and otherwise outlier. Knorr. et. al.
[2] define outlier as “an object o in a dataset D is a DB(p, T )-outlier if at least fraction
p of the objects in D lies greater than distance T from o”. DOLPHIN [3] is a recent
work based on this definition of outlier given by Knorr.

S.O. Kuznetsov et al. (Eds.): PReMI 2011, LNCS 6744, pp. 36–42, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Density based: These techniques measure density of a point x within a small region by
counting number of points within a neighborhood region. Breunig et al. [4] introduced
a concept of local outliers which are detected based on the local density of points.
Local density of a point x depends on its k nearest neighbors points. A score known
as Local Outlier Factor is assigned to every point based on this local density. All
data points are sorted in decreasing order of LOF value. Points with high scores are
detected as outliers. Tang et al. [5] proposed an improved version of LOF known as
Connectivity Outlier Factor for sparse dataset. LOF is shown to be not effective in
detecting outliers if the dataset is sparse [5,6].

Nearest neighbor based: These outlier detection techniques compare the distance of
the point x with its k nearest neighbors. If x has a short distance to its k neighbors it is
considered as normal otherwise it is considered as outlier. The distance measure used is
largely domain and attribute dependent. Ramaswamy et al. [7] measure the distances of
all the points to their kth nearest neighbors and sort the points according to the distance
values. Top N number of points are declared as outliers.

Zhang et al. [6] showed that LOF can generate high scores for cluster points if
value of k is more than the cluster size and subsequently misses genuine outlier points.
To overcome this problem, they proposed a distance based outlier factor called LDOF .
LDOF is the ratio of k nearest neighbors average distance to k nearest neighbors inner
distance. Inner distance is the average pair-wise distance of the k nearest neighbor set
of a point x. A point x is declared as genuine outlier if the ratio is more than 1 else it
is considered as normal. However, if an outlier point (say, O) is located between two
dense clusters (Fig. 1) it fails to detect O as outlier. The LDOF of O is less than 1 as k
nearest neighbors of O contain points from both the clusters. This observation can also
be found in sparse data.
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Fig. 1. Uniform Dataset

In this paper, we propose an outlier detection
algorithm, NDoT (Nearest Neighbor Distance
Based outlier Detection T echnique). We intro-
duce a parameter termed as Nearest Neighbor
Factor (NNF ) to measure the degree of out-
lierness of a point. Nearest Neighbor Factor
(NNF ) of a point with respect to one of its
neighbors is the ratio of distance between the
point and the neighbor, and average knn distance
of the neighbor. NDoT measures NNF of a
point with respect to all its neighbors individu-
ally. If NNF of the point w.r.t majority of its
neighbors is more than a pre-defined threshold,
then the point is declared as a potential outlier. We perform experiments on both syn-
thetic and real world datasets to evaluate our outlier detection method.

The rest of the paper is organized as follows. Section 2 describes proposed method.
Experimental results and conclusion are discussed in section 3 and section 3.2,
respectively.
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Average knn distance (x)

NN4(x) = {q1, q2, q3, q4, q5}

q5
x

q4

q3

q1q2

NNk(q2)

Fig. 2. The k nearest neighbor of x with k = 4

2 Proposed Outlier Detection Technique : NDoT

In this section, we develop a formal definition for Nearest Neighbor Factor (NNF )
and describe the proposed outlier detection algorithm, NDoT.

Definition 1 (k Nearest Neighbor (knn)Set). Let D be a dataset and x be a point
in D. For a natural number k and a distance function d, a set NNk(x) = {q ∈
D|d(x, q) ≤ d(x, q

′
), q

′ ∈ D} is called knn of x if the following two conditions hold.

1. |NNk| > k if q
′

is not unique in D or |NNk| = k, otherwise.

2. |NNk \ N q
′
| = k − 1, where N q

′
is the set of all q

′
point(s).

Definition 2 (Average knn distance). Let NNk be the knn of a point x ∈ D.
Average knn distance of x is the average of distances between x and q ∈ NNk.i.e.

Average knn distance (x) =
∑

q d(x, q| q ∈ NNk)/|NNk|
Average knn distance of a point x is the average of distances between x and its knn.
If Average knn distance of x is less compared to other point y, it indicates that x’s
neighborhood region is more densed compared to the region where y resides.

Definition 3 (Nearest Neighbor Factor (NNF )). Let x be a point in D and
NNk(x) be the knn of x. The NNF of x with respect to q ∈ NNk(x) is the ratio
of d(x, q) and Average knn distance of q.

NNF (x, q) = d(x, q)/Average knn distance(q) (1)

The NNF of x with respect to one of its nearest neighbors is the ratio of distance be-
tween x and the neighbor, and Average knn distance of that neighbor. The proposed
method NDoT calculates NNF of each point with respect to all of its knn and uses a
voting mechanism to decide whether a point is outlier or not.

Algorithm 1 describes steps involved in NDoT . Given a dataset D, it calculates knn
and Average knn distance for all points in D. In the next step, it computes Nearest
Neighbor Factor for all points in the dataset using the previously calculated knn and
Average knn distance. NDoT decides whether x is an outlier or not based on a vot-
ing mechanism. Votes are counted based on the generated NNF values with respect to
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Algorithm 1. NDoT (D, k)
for each x ∈ D do

Calculate knn Set NNk(x) of x.
Calculate Average knn distance of x.

end for
for each x ∈ D do

Vcount = 0 /*Vcount counts number of votes for x being an outlier */
for each q ∈ NNk(x) do

if NNF (x, q) ≥ δ then
Vcount = Vcount + 1

end if
end for
if Vcount ≥ 2

3
× |NNk(x)| then

Output x as an outlier in D.
end if

end for

all of its k nearest neighbors. If NNF (x, q | q ∈ NNk(x)) is more than a threshold
δ ( in experiments δ = 1.5 is considered), x is considered as outlier with respect to q.
Subsequently, a vote is counted for x being an outlier point. If the number of votes are at
least 2/3 of the number of nearest neighbors then x is declared as an outlier, otherwise
x is a normal point.

Complexity Time and space requirements of NDoT are as follows.

1. Finding knn set and Average knn distance of all points takes time of O(n2), where
n is the size of the dataset. The space requirement of the step is O(n).

2. Deciding a point x to be outlier or not takes time O(|NNk(x)|) = O(k). For whole
dataset the step takes time of O(nk) = O(n), as k is a small constant.

Thus the overall time and space requirements are O(n2) and O(n), respectively.

3 Experimental Evaluations

In this section, we describe experimental results on different datasets. We used two syn-
thetic and two real world datsets in our experiments. We also compared our results with
classical LOF algorithm and also with one of its recent enhancement LDOF . Results
demonstrate that NDoT outperforms both LOF and LDOF on synthetic datasets. We
measure the Recall given by Equation 2 as an evaluation metric. Recall measures how
many genuine outliers are there among the outliers detected by the algorithm. Both
LDOF and LOF are of top N style algorithms. For a chosen value of N , LDOF and
LOF consider N highest scored points as outliers. However, NDoT makes a binary
decision about a point as either an outlier or normal. In order to compare our algorithm
with LDOF and LOF we used different values of N.

Recall = TP/(TP + FN) (2)
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where TP is number of true positive cases and FN is the number of false negative
cases. It is to be noted that top N style algorithms select highest scored N points as
outliers. Therefore, remaining N -TP are false positive (FP ) cases. As FP can be
inferred based on the values of N and TP we do not explicitly report them for LDOF
and LOF .

3.1 Synthetic Datasets
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Fig. 3. Circular dataset

There are two synthetic datasets designed to
evaluate the detection ability (Recall) of algo-
rithms. These two experiments are briefed subse-
quently.

Uniform dataset. Uniform distribution dataset is
a two dimensional synthetic dataset of size 3139.
.It has two circular shaped clusters filled with
highly densed points. There is a single outlier
(say O) placed exactly in the middle of the two
densed clusters as shown in the Figure 1. We ran
our algorithm along with LOF and LDOF on
this dataset and measured the Recall for all the
three algorithms. Obtained results for different
values of k are tabulated in Table 1. This table
shows that, NDoT and LOF could detect the single outlier consistently while LDOF
failed to detect it. In case of LDOF the point O has knn set from both the clusters, thus
the average inner distance is much higher than the average knn distance. This results in
a LDOF value less than 1. However, NNF value of O is more than 1.5 with respect
to all its neighbors q ∈ C1 or C2. Because, q’s average knn distance is much smaller
than the distance between O and q.

Table 1 shows the Recall for all the three algorithms and also the false positives
for NDoT (while the number of false positives for LDOF and LOF are implicit).
It can be noted that, for any dataset of this nature NDoT outperforms the other two
algorithms in terms of number of false positive cases detected.

Circular dataset. This dataset has two hollow circular shaped clusters with 1000 points
in each of the clusters. Four outliers are placed as shown in Figure 3. There are two
outliers exactly at the centers of two circles and other two are outside.

The results on this dataset for the three algorithms are shown in the Table 2. Again we
notice both NDoT and LOF consistently detect all the four outliers for all the k values
while LDOF fails to detect them. Similar reasons raised for the previous experiments
can be attributed to the poor performance of LDOF .
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Table 1. Recall comparison for uniform dataset

k Value NDoT LDOF LOF
Recall FP Top 25 Top 50 Top 100 Top 25 Top 50 Top 100

5 100.00% 47 00.00% 00.00% 00.00% 100.00% 100.00% 100.00%
9 100.00% 21 00.00% 00.00% 00.00% 100.00% 100.00% 100.00%

21 100.00% 2 00.00% 00.00% 00.00% 100.00% 100.00% 100.00%
29 100.00% 0 00.00% 00.00% 00.00% 100.00% 100.00% 100.00%
35 100.00% 0 00.00% 00.00% 00.00% 100.00% 100.00% 100.00%
51 100.00% 0 00.00% 00.00% 00.00% 100.00% 100.00% 100.00%
65 100.00% 0 00.00% 00.00% 00.00% 100.00% 100.00% 100.00%

Table 2. Recall comparison for circular dataset with 4 outliers

k Value NDoT LDOF LOF
Recall FP Top 25 Top 50 Top 100 Top 25 Top 50 Top 100

5 100.00% 0 50.00% 100.00% 100.00% 100.00% 100.00% 100.00%
9 100.00% 0 25.00% 75.00% 100.00% 100.00% 100.00% 100.00%

15 100.00% 10 25.00% 75.00% 100.00% 100.00% 100.00% 100.00%
21 100.00% 10 25.00% 50.00% 100.00% 100.00% 100.00% 100.00%
29 100.00% 10 25.00% 50.00% 100.00% 100.00% 100.00% 100.00%

3.2 Real World Datasets

In this section, we describe experiments on two realworld datasets taken from UCI ma-
chine learning repository. Experimental results are elaborated subsequently.

Shuttle dataset. This dataset has 9 real valued attributes with 58000 instances dis-
tributed across 7 classes. In our experiments, we picked the test dataset and used class
label 2 which has only 13 instances as outliers and remaining all instances as normal.
In this experiment, we performed three-fold cross validation by injecting 5 out of 13 in-
stances as outliers into randomly selected 1000 instances of the normal dataset. Results
obtained by the three algorithms are shown in Table 3. It can be observed that NDoT ’s
performance is consistently better than LDOF and is comparable to LOF .

Table 3. Recall Comparison for Shuttle Dataset

k Value NDoT LDOF LOF
Top 25 Top 50 Top 100 Top 25 Top 50 Top 100

5 80.00% 20.00% 20.00% 26.66% 26.66% 53.33% 66.66%
9 93.33% 26.66% 33.33% 33.33% 06.66% 26.66% 93.33%

15 100.00% 20.00% 33.33% 53.33% 00.00% 26.66% 100.00%
21 100.00% 20.00% 33.33% 66.66% 00.00% 26.66% 80.00%
35 100.00% 40.00% 73.33% 73.33% 00.00% 20.00% 53.33%
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Forest covertype dataset. This dataset is developed at the university of Colarado to
help natural resource managers predict inventory information. This dataset has 54 at-
tributes having a total of 581012 instances distributed across 7 cover types (classes). In
our experiential, we selected the class label 6 (Douglas-fir) with 17367 instances and
randomly picked 5 instances from the class 4 (Cottonwood/Willow) as outliers. Results
obtained are shown in Table 4. We can notice that, NDoT outperforms both LDOF
and LOF on this dataset.

Table 4. Recall Comparison for CoverType Dataset

k Value NDoT LDOF LOF
Top 25 Top 50 Top 100 Top 25 Top 50 Top 100

35 60.00% 40.00% 40.00% 40.00% 00.00% 10.00% 10.00%
51 80.00% 40.00% 40.00% 40.00% 00.00% 10.00% 10.00%

Conclusion

NDoT is a nearest neighbor based outlier detection algorithm, which works on a voting
mechanism by measuring Nearest Neighbor Factor(NNF ). The NNF of a point
w.r. t one of its neighbor measures the degree of outlierness of the point. Experimen-
tal results demonstrated effectiveness of the NDoT on both synthetic and real world
datasets.
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Abstract. We exhibit an intimate connection between the concept of
an annotated ordered set and that of a pattern structure. This enables an
exchange of ideas and techniques between both domains.

1 Introduction

Pattern structures were introduced in [KG01] to model information. The useful-
ness of annotated ordered sets for similar purposes was studied in [KSJ08]. Here,
we compare and relate the two approaches. To keep the article rationably self-
contained we recapitulate both concepts. We see how theorems can be moved
between both domains and fix a theorem from [KG01].

In the first section we will introduce annotated ordered sets. In the second
section we will outline pattern structures. In the third section we will argue that
pattern structures can be understood as a certain sub-class of annotated ordered
sets and review basic constructions and theorems. In the fourth section we will
correct a theorem about pattern structures and their projections.

The reader is assumed to be knowledgeable about the basics of order theory
and formal concept analysis as can be found in [DP90] and [GW99].

2 Annotated Ordered Sets

Annotated ordered sets were introduced to model taxonomies, e.g. appearing in
the realm of the Gene Ontology.

Definition 1 ((elementary) annotated ordered set). Let P := (P,≤P) be
a finite ordered set (poset), let X be a finite set of labels, and let F : X → 2P be
an annotation function. Then we call O := (P , X, F ) an annotated ordered set
and refer to (X, F ) as an annotation of P. In case P is a (complete) lattice we
call O an annotated (complete) lattice denoted L. If |F (x)| = 1 for all x ∈ X, for
convenience, we regard F as a map from X to P and say that O is elementary.

It is interesting to note that an annotated ordered set (P , X, F ) can be regarded
as a formal context with ordered attributes (X,P , FR) since every mapping
T : A → 2B can be interpreted as a relation TR ⊆ A×B where xTRy if and only
if y ∈ T (x). But the concept lattice of this formal context would not yield the
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intended concept lattice representation of the annotated ordered set, since it does
not express the semantics of annotation in a taxonomy, that is, if we annotate
an example to a class in a taxonomy we implicitly mean that it belongs to all
the super-classes of the class it was annotated to. Additionally, modelling the
annotated taxonomy as formal context would be rather counter-intuitive.

We describe how an appropriate formal context can be derived from an anno-
tated ordered set to produce its concept lattice representation. For an ordered set
P := (P,≤P) and node q ∈ P we denote by ↑ q := {p ∈ P | q ≤P p} the principal
filter of q and dually by ↓ q the principal ideal. Also, for later use, for N ⊆ P
let ↓N q := {n ∈ N | n ≤P q} and dually ↑N q := {n ∈ N | q ≤P n}. Given an
annotated ordered set O := (P , X, F ) we can construct a formal context KO :=
(X, P, I) where we define the relation I ⊆ X × P by xIp :⇐⇒↓ p ∩ F (x) �= ∅.

This means that I equals FR◦ ≤P . Note that in the case of an elementary
annotated ordered set the definition of I can be written as xIp :⇐⇒ F (x) ≤ p
since F is regarded as mapping to P (instead of 2P ).

The concept lattice of KO will be denoted by BO := (BO,≤B
O
), where BO :=

B(KO) is the set of formal concepts of the formal context KO [GW99]. BO is
called the concept lattice representation of the annotated ordered set O.

In case O forms an annotated complete lattice and (A, B) ∈ BO is a formal
concept in BO, we observe that A = BI is the set of all x ∈ X such that

∧
B

is an upper bound of F (x). Also, for convenience, for a node p ∈ P denote
pI := {p}I ⊆ X .

3 Pattern Structures

In [KG01] pattern structures are introduced to model information in the realm of
pharmaceutical research. How pattern structures serve to analyze many-valued
data contexts is described in [Ku09].

Definition 2 (pattern structure). Let G be a set, let D := (D,�) be a meet-
semilattice, and let δ : G → D. Then P := (G,D, δ) is called pattern structure
if δ(G) generates a complete subsemilattice (Dδ,�)of D. The elements of G are
called objects and the elements of D are called descriptions or patterns. The
operation � models a similarity operation on the descriptions.

Pattern structures can be represented by the concept lattices of so called repre-
sentation contexts. In the following we sketch the construction of representation
contexts as given in [KG01]. First it is important to note that (Dδ ,�) is com-
plete and therefore, there exists a (unique) operation � to make (Dδ,�,�) into
a complete lattice. This operation (on D) is given by

⊔
X :=

�{c ∈ Dδ | ∀x ∈
X : x � c}. Furthermore, a subset M of D is called �-dense for (Dδ,�) if any
element d ∈ Dδ can be recaptured as join of elements N ⊆ M , that is d =

⊔
N .

Now (G, M, I) is a representation context for (G,D, δ) if M is �-dense for (Dδ,�)
and I ⊆ G × M is defined as gIm :⇐⇒ δ(g) � m.
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4 Basic Connections

On the one hand, given an elementary annotated ordered set O := (P , X, F )
we get a pattern structure O := (X,P�, F ) if P allows for (finite) meets and
F (X) generates a complete subsemilattice of P�. On the other hand, given a
pattern structure P := (G,D, δ) we always get an elementary annotated ordered
set (D�, G, δ) when considering the meet-semilattice as ordered set via the usual
definition c � d :⇔ c � d = c. Therefore, we see that pattern structures are spe-
cial cases of annotated ordered sets and we can immediately transfer all results
on annotated ordered sets to pattern structures. When we consider the other
direction we must be more careful. But let us first compare the constructions of
formal contexts for representation in both cases.

For the time being, let us consider a pattern structure P := (G,D, δ) as
elementary annotated ordered set and let us build its associated context via the
annotated ordered sets method. We get KP := (G, D, I) where I ⊆ G×D is given
by gId :⇔ δ(g) � d. It is obvious that D is �-dense for Dδ. If we had dualized
the order � upfront the above construction would have yielded a representation
context for P. Therefore, we can conclude that the method for representation
context construction for pattern structures generalizes the method for concept
lattice representation for annotated ordered sets in this case. It is important to
note that Theorem 1 in [KG01] implies that the concept lattices of (different)
representation contexts for a given pattern structure are isomorphic.

In [KG01], it follows directly from Theorem 1 that (Dδ,�) and the concept
lattice of a representation context of the underlying pattern structure are anti-
isomorphic. In the following, we exhibit a connection between the concept lattice
of a representation context and D, the ordered set of all patterns. For elementary
annotated complete lattices, Theorem 1 in [KSJ08] makes obvious that their
concept lattice representations are tied to the underlying complete lattices via
adjunctions. We need to generalize this result to pattern structures, since (D,�)
is not necessarily a complete lattice.

Theorem 1. Let P := (G,D, δ) be a pattern structure, let K := (G, M, I) be a
representation context, let ϕ : B(K) −→ D, (A, B) �→ �B be a mapping, and
let μ : D −→ B(K), d �→ (dI , dII) be a mapping. Then (ϕ, μ) forms a dual
adjunction (or Galois connection) between the ordered set of patterns D and
the concept lattice (B(K),≤) of (G, M, I). In particular, ϕ is injective and μ is
surjective.

Proof. We show that ϕ is injective (the surjectivity of μ follows from the injec-
tivity of ϕ). Assume we have two concepts (A, B) and (C, D) which are mapped
to the same element, that is, �B = �D. We will show that (�B)I = A from
which it follows that (A, B) = (C, D). We have that g ∈ (�B)I if and only if
δ(g) � �B if and only if δ(g) � b for all b ∈ B if and only if g ∈ BI .

The pair (ϕ, μ) forms a Galois connection since ϕ(A, B) � d ⇐⇒ �B � d ⇐⇒
(�B)I ⊇ dI ⇐⇒ (A, B) ≥ (dI , dII) = μ(d) ��
From the above theorem it follows that the concept lattice of a representation
context is embedded as a closure system into D.
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In [KSJ08], it is investigated what can happen if we fix an ordered set and
then vary the annotations. It turns out that the annotations are in one-to-one
correspondence with the closure systems in the filter lattice of the ordered set.
Clearly, this implies that in the case of pattern structures if a set of patterns or
descriptions together with a similarity operation is given and we vary the anno-
tation function δ freely, we can only get a one-to-one correspondence between
(elementary) annotations and a certain subset of the closure systems in the ideal
lattice (the dual of the filter lattice of the ordered set). In the following we will
single out this subset.

Theorem 2. Let G be a set of objects, and let D := (D,�) be a semi-lattice.
The elementary annotations are, up to annotational equivalence, in one-to-one
correspondence to the principally generated closure systems in the ideal lattice
of D.

Proof. Given an elementary annotation δ : G → D every xδ◦� is a principal
ideal in D� and an object intent of a formal concept of (G, D, δ ◦ �). Since, in
general, the intents of all concepts of a formal context are exactly the meets of
the object intents the annotation induces a principally generated closure system
in the ideal lattice of D.

Given a closure system X ⊆ 2D in the ideal lattice of D� generated by the
principal ideals I ⊆ 2D we can define a corresponding elementary annotation
δI : I → D where ↓ i �→ i. ��

5 Projections

For pattern structures so called projections where introduced in [KG01] to model
the process of simplification of the underlying subsumption order. Projections
are defined as kernel operators1 on the ordered set of patterns or descriptions.
The existence of projections can be characterized by the existence of certain
representation contexts. We quote Theorem 2 from [KG01]:

For pattern structures P1 := (G,D, δ1) and P2 := (G,D, δ2) the following
two conditions are equivalent.
(1) There exists a projection π with δ2 = δ1 ◦ π.
(2) There exist representation contexts (G, M, I) of P1 and

(G, N, I ∩ (G × N)) of P2 with N ⊆ M .

In the proof of the theorem it is claimed that π(d) :=
⊔{n ∈ N | n � d}

is a kernel operator on D if (G, N, I) is a representation context of (G,D, δ).
Examples 1 shows that condition (2) in Theorem 2 needs to be boosted 2 and
Example 2 shows that the above operator used in the proof is not a kernel
operator as claimed.
1 Kernel operators on ordered sets are isotone, idempotent, and dually extensive

self-maps.
2 Thanks to Jan Frebel for valuable input.
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Example 1. Let D be given by the structure depicted in Figure 1 and let Gi :=
{g} and δi(g) := ai and Mi := {0, c} (visualized by the dotted compartment in
Figure 1) for i = 1, 2. Note that the carrier set Dδ of the complete sub-semilattice
generated by δ(G) is given by {ai, 1} for i = 1, 2. It is immediate that Mi is �-
dense regarding δi for i = 1, 2 and that M2 ⊆ M1, but obviously there exists no
projection π with δ2 = δ1 ◦ π.
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Theorem 2
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Fig. 2. Operator from the proof is not a
kernel operator

Example 2. Let D be given by the structure depicted in Figure 2 and let G := {g}
and δ(g) := a and M := {0, c} (visualized by the dotted compartment in Figure
2). Note that the carrier set Dδ of the complete sub-semilattice generated by
δ(G) is given by {a, 1}. It is immediate that M is �-dense regarding δ, but
π : D → D : d �→ �{m ∈ M | m � d} is not contractive since π(c) = 1, thus π is
not a kernel operator.

To repair Theorem 2 we additionally require that δ2 is point-wise contained in
δ1 in condition (2) and to repair the proof we make the above operator into a
kernel operator.

Theorem 3. For pattern structures P1 := (G,D, δ1) and P2 := (G,D, δ2) the
following two conditions are equivalent.

(1) There exists a projection π with δ2 = δ1 ◦ π.
(2) We have δ2 � δ1 and there exist representation contexts (G, M, I) of P1 and

(G, N, I ∩ (G × N)) of P2 with N ⊆ M .

Proof. “(1) ⇒ (2)”: Since there exists a projection π with δ2 = δ1 ◦π we have for
d ∈ D that δ2(d) = δ1 ◦ π(d) = π(δ1(d)) which implies δ2(d) � δ1(d) since π is
contractive. We construct the two representation contexts. Let M := D and let
N := π(D). Obviously, we have N ⊆ M . Since δ2 = δ1 ◦ π we get δ2(G) ⊆ π(D).
It remains to show that arbitrary meets of elements from δ2(G) can be recovered
from N . Assume F ⊆ δ2(G) and let f :=

�
F . Since δ2(G) ⊆ π(D) and π is

idempotent we have F = π(F ) which yields f =
�

π(F ). Since kernel operators
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are (completely) meet-preserving we get f =
�

π(F ) = π(
�

F ) ∈ π(D). That
means Dδ2 ⊆ π(D) which shows that π(D) is �-dense regarding Dδ2 . The relation
I of the first representation context is given by gId :⇔ δ1(g) � d. If we look at
the relation J of the second representation we see that for d ∈ π(D) we have
gJd :⇔ δ2(g) � d. But since π is a kernel operator for d ∈ π(D) it follows that
δ2(g) � d ⇐⇒ π(δ2(g)) � π(d) ⇐⇒ π(δ2(g)) � d ⇐⇒ δ1(g) � d which yields
J = I ∩ (G × π(D)).

“(2) ⇒ (1)”: We define a self-map on D by π(d) := d � ⊔{n ∈ N | n �
d} = d � ⊔ ↓N d. Note that, in general, � is not the supremum operation
for D. Therefore, we must be extra-cautious while showing that π is a kernel
operator. It is easy to see that π acts on Dδ2 as the identity since N is �-dense
regarding Dδ2 . Also, by definition of

⊔
, the image of π equals D ∩ Dδ2 . For

showing that π is monotone, we assume that d ≤ d′. We have ↓N d ⊆↓N d′

which implies that {c ∈ Dδ | ∀x ∈↓N d′ : x � c} is a subset of {c ∈ Dδ |
∀x ∈↓N d : x � c} and therefore

⊔ ↓N d =
�{c ∈ Dδ | ∀x ∈↓N d : x � c}

is less or equal than � �{c ∈ Dδ | ∀x ∈↓N d′ : x � c} =
⊔ ↓N d′. This

implies π(d) = d � ⊔ ↓N d � d � ⊔ ↓N d′ = π(d′) as required. Contractivity of
π is immediate. It remains to show idempotency. It suffices to make sure that
↓N π(d) =↓N d. Since π is contractive we have ↓N π(d) ⊆↓N d. Let n ∈ N with
n � d. Obviously n � d � ⊔ ↓N d = π(d). We get ↓N π(d) ⊇↓N d which gives
↓N π(d) =↓N d. We have shown that π is a kernel operator on D. It remains to
show that δ2 = δ1 ◦ π holds. Let g ∈ G and n ∈ N . From condition (2) it follows
that n � δ1(g) ⇔ gIn ⇔ g(I ∩ (G × N)n ⇔ n � δ2(g). We deduce �⊔ ↓N

δ1(g) = �⊔ ↓N δ2(g). Expanding the definitions and using the above equations
we get π(δ1(g)) = δ1(g)�⊔ ↓N δ1(g) = δ1(g)�⊔ ↓N δ2(g) = δ1(g)� δ2(g). Since
we assume δ1 � δ2 we have δ1(g) � δ2(g) = δ2(g) and deduce (δ1 ◦ π)(g) = δ2(g)
to complete our proof. ��
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Abstract. The solution of the ”structure-property” based on the molec-
ular graphs descriptors selection with k-NN classifier is proposed. The re-
sults of comparing the construction of predictive models using the search
and without it are given. The stability of the classifier function construc-
tion quality is tested using the test sample.

Keywords: Pattern Recognition, QSAR, QSPR, k-NN.

1 Introduction

The task of the ”structure-property” problem is to estimate the relationship
between the structure of chemical compounds and their properties. Solution of
this problem can be divided into two stages: choosing the description of molecular
graphs and the construction of the classifying function. structural descriptors
(features) [1] - pairs and triples of singular points [2,3] defined on a triangulated
molecular surface of the compound were selected for description and singular
points, defined on molecular graphs.The structural character spectrum of the
molecular graph represents the number of the molecular fragments repetitions
in a molecular graph by complete enumeration of all pairs, triples, quadruples
of the singular points [1,4,5]. As a result, the number of descriptors obtained is
very large (about 1000 - 10000) and we must choose how to use them. There are
several approaches: the use of descriptors, principal component analysis [8], the
selection of features. Then the classifying function on the base of the k-NN is
constructed.

2 Problem Statement

The task is to develop a method of descriptors selection of based on the k-NN
classifier and compare it with two other approaches, as well as the construction
of the classifier function, we denote it by F. φ(F) - the quality functional, it
allows us to determine which function is the best. In our calculations we used 2
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types of the φ(F ) - the percentage of correctly classified objects for the molecular
sets which have discrete activity and the following formula

φ(F ) = 1 −

n∑
i=1

(F (Mi) − Ai)2

n∑
i=1

A2
i

. (1)

where F(Mi) is the value of the classifying function on the i-th molecule, Ai is
activity of the i-th molecule (numeric expression of the property), N is a number
of molecules, for molecular sets which have a numeric activity value.

3 Building of a Classifying Function Based on k-NN

Let each molecule is compared a point in Euclidean space RM (coordinates are
the descriptors values) and the activity value, such as class number, boiling
point. Then there are two possible cases:

1. The activity is discrete. Assume for simplicity that should classify molecules
into two classes (C1, C2), and we have a training set C. In order to determine
a class of a new molecule x we need to find the k nearest points to it from C
(denote this set as Cx). Let m1 be a number of points from Cx ∩C1, and m2 be
a number of points from Cx ∩ C2. If m1 > m2, then the new molecule belongs
to the first class, if m2 > m1 the new molecule belongs to the second class.

2. Activity is indiscrete. Suppose we have a training set C. In order to estimate
the activity of a new molecule x we must find the k nearest points to it from C
and take the average of their activities.

More about k-NN method can be found in [7,8].
Our classification method is based on the assumption that closely related

molecules have a similar value of the activity, so distant molecules should not be
allowed to affect the result. Given this, we found it necessary to use the limited
radius( not to take into account molecules which are located outside the circle
of some radius). To determine it we construct a minimal spanning tree for the
molecules of the set represented as points in RM and take an average of its edges
length.

4 Algorithm of Descriptors Selection of Based on the
k-NN

The input is a matrix of descriptors. Denote it A. The output is a set of descrip-
tors, where φ(F ) has its greatest value. The algorithm consists of four steps:

1. Using the k-NN method we classify molecules on the base of each descriptor
of the matrix A. The best n descriptors are selected by the φ(F ) value.

2. For each set of descriptors obtained in the previous step, in turn, we add
another column of the matrix A, classify molecules on the base of this new set,
and the best n2 sets of descriptors are selected.
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3. Values of φ, obtained at the second step, compared with the values on the
first. For those sets that do not improve the quality of the forecast, we assume
that φ = 0. We select the N best sets.

4. If φ= 0 for all sets or the number of descriptors in the set corresponds to
the maximum m, then we end the calculation, otherwise proceed to the second
step.

This algorithm can handle a matrix with a huge number of descriptors M.
We cant use exhaustive search algorithm due to the the large computational
complexity 2M . When using the algorithm described above leading term in the
evaluation of the complexity is nmN2M , where N is the number of molecules.

5 Results

5.1 The Results on a Set of Amber Odorants

Comparison of the quality of the k-NN classification using the algorithm of
selection of descriptors (method 1) , based on all features (method 2) and based
on factors (method 3) was conducted on a set of amber odorants (low molecular
weight compounds with amber scent), consisting of 129 molecules [2].

8 descriptors matrixes were used. The comparison of the classification quality
is given in the table below.

Table 1. The comparison of the methods quality

Method 1 Method 2 Method 3
1 75.9689 59.6899 59.6899
2 74.4186 59.6899 60.4651
3 75.1937 59.6899 63.5658
4 76.7441 59.6899 59.6899
5 75.9689 60.1562 61.2403
6 77.5193 59.6899 60.4651
7 76.7441 59.6899 61.2403
8 76.7441 59.6899 61.2403

It can be seen from the table that the quality of the algorithm of descriptors
selection is better then the quality of the algorithm on all features and all factors.
The difference is about 15 percents. But the quality of the algorithm based on
all factors is better then the quality of the algorithm based on all features. So
the selection of principal components can improve the quality of the forecast,
but some pre-selection of descriptors must be done.

5.2 The Results on a Set of Toxic Compounds

First, let us say a few words about the set. Chemical toxicity can cause a lot of
biologically hazardous effects such as damage to genes, or even result in death



52 A. Perevoznikov et al.

of man or animals. About 120000 chemical compounds are to be tested in the
next 10 years. This will require up to 45 million laboratory animals. An alter-
native is to provide toxicity prediction based on models built on the previously
tested compounds. We studied a set which is divided into two parts. A training
set consists of 644 molecules and is used for building models and test set(449
compounds) - for their review. In total there are 5 different feature spaces. On
this set the quality of classification was checked, both of them will predict new
(not involved in constructing the model) of the molecules. Below is a table with
the results.

Table 2. Comparison of the classification quality on the training and the test sets

Training set Test set
1 0,6114 0,6180
2 0,7441 0,6873
3 0,7297 0,6886
4 0,7809 0,8090
5 0,7852 0,7582

The table shows that in almost all the feature spaces results on the training
set is better than on the test. This is due to the fact that the features used for
construction of models are not universal. But, nevertheless, the result did not
deteriorated greatly, and so the model can be used for prediction.

6 Conclusion

An algorithm of molecular graphs descriptors selection based on the k-NN clas-
sifier solving the structure-property problem was developed and implemented.
Computational experiments have shown that the application of this algorithm
can significantly improve the quality of classification, and the decreasing of the
quality on the learning set is not significant. In the future, we plan to improve
the quality of the prediction through the implementation of connection with
the construction of descriptors. The algorithm of molecular graphs descriptors
selection based on the k-NN classifier is fixed, and we vary the parameters of
the construction of the alphabet descriptors. Structural descriptors are taken,
and the initial parameters (denoted by T0) are set. The quality functional φ(T0)
is computed. Then consider the set M =T ||T − T0| < ε. maxT∈Mφ(F (T )) is
found. T, where the maximum value is reached, is denoted Tm and the process is
repeated until Tm �= T0 . So we can find the best description of molecular graphs
for the algorithm.
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Abstract. This article discusses the problem of extraction of such set of
pattern features that is informative and stable with respect of stochastic
noise. This is done through the stochastic information measure.

1 Introduction

In describing of non deterministic system we must take into account the nature
of its uncertainty. In pattern recognition uncertainty could have both proba-
bilistic nature, that defined by some additive measure, and more ”imprecise”
nature, which can be described, for example, by using monotonous nonadditive
measures. The feature extraction is the important task of pattern recognition
in general and image analyses in particular. This task consists to extraction of
some minimal set of features or combinations of them from a set of features with
given informativeness, which would have sufficient integral informativeness in so-
lution of given problem of recognition. The are traditional approaches to solving
this problem, such as correlation analysis (principal components analysis, etc.),
discriminant analysis [2].

In this article we concretized the general problem of informative features ex-
traction as follows. Suppose that pattern X is defined by ordered set X =
{x0, ..., xn−1}. We call every subset A ∈ 2X a representation of pattern X . The
problem is to find such representation A that it will be minimal on the one hand
and it will be near to X on the other hand. Elements in the X may have different
priorities, in other words, they may have different informativeness. Therefore, we
will establish correspondence between the element x ∈ X and the nonnegative
number – a feature ω(x), that characterize the importance of the element x for
the representation of pattern X . We will determine the degree of representative-
ness of the set A ∈ 2X for pattern X using the set function μ(A) and require from
the set function μ to satisfy all the axioms of monotonous measure: 1) μ(∅) = 0,
μ(X) = 1 (normalization); 2) μ(A) ≤ μ(B) if A ⊆ B, A, B ∈ 2X (monotonicity).
In addition the measure μ meets the certain additional conditions related to the
specific task of pattern recognition. We will call such measures monotonous in-
formation measures. In [1] information measures were used to set and solve the
task of finding the most minimal informative polygonal representation of the
curve.

In certain tasks of pattern recognition, in particular, in image processing,
image analysis and image recognition random nature of image features can be
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caused by some noisy effects. For example, if the pattern is a discrete plane
curve that extracted on the image and features are some characteristics of curve
points (eg, feature is a estimation of curvature in given point of discrete curve
[3]), then a random character of features (eg, curvature) is caused by the noise
of image. In this case the expectation E [M(A)] characterize the level of infor-
mativeness of represenation A ∈ 2X and the variance σ2 [M(A)] characterize the
level of stability of representation to noise pattern. Then there is the problem
of finding the most stable and informative representation A ∈ 2X of the pat-
tern X . The complexity of solutions of this problem will be determined by the
degree of dependence of random features of each other. Stochastic measure of
informativeness M will be additive measure if the features are independent ran-
dom variables. Otherwise, the measure would be nonadditive measure. In this
article mentioned task will be discussed and resolved in the case of probabilistic
independence of random features. The case of random dependency of features is
investigated in [4].

2 The Average Set Function of Information of Pattern

In general case the feature may be depend from all or some elements from the
representation A on which it calculated i.e. ω(x) = ω(x, A). For example, let
X = Γ be a discrete plane close curve: Γ = (gk)n−1

k=0 , gk = xki + ykj, and
ω(g, A) = ‖g − g+(A)‖, where g+(A) is a point that follows from the point
g in ordered representation A or ω(g, A) = kε [A] (g) is a some estimation of
curvature of plane discrete curve that is calculated in ε− neighbourhood of point
g [3].

The degree of completeness of representation A ∈ 2X in describing the pattern
X with respect to feature ω(x) = ω(x, A) may be assigned with the follow set
function

μ(A) =
∑

x∈A
ω(x, A)

/∑
x∈X

ω(x, X), A ∈ 2X , (1)

which we call averaged set function of information of pattern X (with respect
to feature ω). We put μ(A) = 0 if the value ω(x, A) is not defined for set A (in
particular μ(∅) = 0).

Example 1. Let X = Γ be a discrete plane close curve: Γ = (gk)n−1
k=0 , gk =

xki+ykj and B = {gi1 , ...,gil
} ⊆ Γ . Also we introduce the set functions μL(B) =

L(B)/L(Γ ) and μS(B) = S(B)/S(Γ ), where L(B) and S(B) are perimeter and
square correspondingly of figure, that is limited by polygon with vertex in points
of ordered set B. Then μL and μS are averaged set functions of information
of curve Γ , where ω(g, A) = ‖g − g+(A)‖ for set function μL and ω(g, A) =
0.5 |ρO(g) × ρO(g+(A))| for set function μS , ρO(g) is a radius vector of point
g ∈ A with respect to arbitrary point O. Note that μL is a monotonous measure,
and μS is a monotonous measure too if the domain bounded by polygons with
vertexes in the points of discrete curve Γ is convex.
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There is a question when the averaged set functions of information will be
monotonous measure? It can be easily shown that follow proposition is true.

Proposition 1. Averaged set functions of information μ on 2X of form (1) are
a monotonous measure iff μ obeys the following condition

∑

x∈A

(ω(x, A) − ω(x, A ∪ {y})) ≤ ω(y, A ∪ {y})

for any set A ∈ 2X and y ∈ X\A.

Corollary 1. If ω(x, A) = ω(x, X) for all x ∈ A and A ∈ 2X then set function
μ of form (1) is an additive measure on 2X .

Let A = {xi1 , ..., xis , x, xis+1 , ..., xil

}⊆ X be a some representation of pattern
X . We denote Ak,m(x) =

{
xis−k+1 , ..., xis , x, xis+1 , ..., xis+m

} ⊆ X , k + m ≤ l.

Corollary 2. Let ω(x, A) = ω(x, Ak,m(x)) for all x ∈ A and A ∈ 2X , |A| >
k + m, then set function μ of form (1) is a monotonous measure iff

k−1∑

r=0

(
ω(xis−r , A) − ω(xis−r , A ∪ {y})) +

m∑

r=1

(
ω(xis+r , A) − ω(xis+r , A ∪ {y}))

≤ ω(y, A ∪ {y})
for all A ∈ 2X and y ∈ X\A. In particular, let ω(x, A) = ω(x, A0,1(x)) for all
x ∈ A and A ∈ 2X , |A| > 1, then set function μ of form (1) is a monotonous
measure iff ω(x+(A), A) ≤ ω(x+(A), A ∪ {y}) + ω(y, A ∪ {y}) for all A ∈ 2X

and y ∈ X\A, where x+(A) is a point that follows from the point x in ordered
representation A.

3 The Stochastic Additive Average Information Measure

Let μ be a averaged information measure on 2X of form (1) and ω(x, A) =
ω(x, X) = ω(x) for all x ∈ A and A ∈ 2X . In other words the feature value at
point x does not depend from considered representation. The estimation of curva-
ture ω(g, A) = kε [Γ ] (g) in ε- neighbourhood of point g for discrete plane curve
Γ = (gk)n−1

k=0 is an example of this feature. Then (see corollary 1) the measure
μ(A) =

∑
x∈A ω(x)

/∑
x∈X ω(x), A ∈ 2X , is an additive measure. We suppose

that feature characteristics will be independence random variables Ω(x), x ∈ X .
In this case the value of information measure M(A) =

∑
x∈A Ω(x)

/∑
x∈X Ω(x)

for fixed set A ∈ 2X will be random variable too. The set function M(A) will be
an additive measure for any random event. We considered the example of this
situation. Suppose that discrete plane curve Γ = (gk)n−1

k=0 , gk = xki + ykj was
subjected to additive stochastic noncorrelated noise. In result we get a random
curve Γ̃ = (Gk)p−1

k=0, Gk = Xki + Ykj, where Xk = xk + ηk, Yk = yk + ξk,
ηk, ξk are random noncorrelated variables and E[ηk] = E[ξk] = 0, σ2[ηk] = σ2

x,k,
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σ2[ξk] = σ2
y,k. Suppose that there is such basic set B ⊆ Γ for which random

variables Ω(g), g ∈ B, are independent. In this case the feature characteris-
tics ω(G) = Ω(g) will be random variables just as the value of measure M(A),
A ∈ 2B, is.

Let E [Ω(x)] = mx, σ2 [Ω(x)] = σ2
x. We will investigate numerical character-

istics of random additive measure M(A), A ∈ 2X .

3.1 The Numerical Characteristics of Stochastic Additive Average
Information Measure

Let us find the mathematical expectation of random variable M(A) with a fixed
A ∈ 2X . Random variable M(A) is equal to a quotient two random variables
ξ =

∑
x∈A Ω(x) and η =

∑
x∈X Ω(x).

Lemma 1. Let ξ and η be random variables that taking values in the intervals
lξ, lη respectively on positive semiaxis and lη ⊆ ((1 − δ)E [η] , (1 + δ)E [η]), lξ ⊆
(E [ξ] − δE [η] ,E [ξ] + δE [η]). Then it is valid the following formulas for mean
and variance of distribution of ξ

η
respectively

E
[

ξ
η

]
= E[ξ]

E[η] + E[ξ]
E3[η]σ

2 [η] − 1
E2[η]K [ξ, η] + r1, (2)

σ2
[

ξ
η

]
= 1

E2[η]
σ2 [ξ] + E2[ξ]

E4[η]
σ2 [η] − 2E[ξ]

E3[η]
K [ξ, η] + r2, (3)

where K [ξ, η] is a covariation of random variables ξ and η, could meet the certain
additional conditions re i.e. K [ξ, η] = E [(ξ −E [ξ]) (η − E [η])]; r1, r2 are the
residuals that depend on numerical characteristics of ξ and η and |r1| ≤ δ

1−δ ·
E[ξ]+E[η]

E3[η]
σ2 [η] ≤ E[ξ]+E[η]

(1−δ)E[η]
δ3, |r2| ≤ Cδ3.

Let ξ =
∑

x∈A Ω(x) and η =
∑

x∈X Ω(x). Then K [ξ, η] = K
[∑

x∈A Ω(x),
∑

y∈X Ω(y)
]

=
∑

x∈A K [Ω(x), Ω(x)] +
∑

x∈A,y∈X|x �=y K [Ω(x), Ω(y)]. Because
random variables Ω(x), x ∈ X , are independent, K [Ω(x), Ω(y)] = 0 for x �= y,
and K [Ω(x), Ω(x)] = σ2

x by definition. Hence, K [ξ, η] =
∑

x∈A σ2
x. Using the

notation S(A) =
∑

x∈A mx, D(A) =
∑

x∈A σ2
x, we can rewrite formulas (2), (3)

for our case as follows

E [M(A)] = S(A)
S(X)

+ S(A)
S3(X)

D(X) − 1
S2(X)

D(A) + r1, (4)

σ2 [M(A)] = S(X)−2S(A)
S3(X) D(A) + S2(A)

S4(X)D(X) + r2. (5)

Notice that, σ2 [M(X\A)] = σ2 [1 − M(A)] = σ2 [M(A)] for A ∈ 2X . We will
use formulas (4) and (5) without their residuals. Respective values Ẽ [M(A)] =
E [M(A)] − r1, σ̃2 [M(A)] = σ2 [M(A)]− r2 we will call estimations of numerical
characteristics. The class of random variables

{
M(A) : A ∈ 2X

}
satisfies all the

requirements for a finitely additive stochastic measure [5]: 1) E[M2(A)] < ∞ for
all A ∈ 2X ; 2) M(A) is an almost probably finitely additive measure.
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Note that mathematical expectation E [M(A)] define the set function on 2X

and E [M(∅)] = 0, E [M(X)] = 1. Since S(A) and D(A) are additive set function
then measure Ẽ [M(A)] will be additive too.

3.2 Finding of Optimal Stable Pattern Representation

We set a problem of finding such representation B of pattern X , which cardi-
nality is less or equal to the given number k ≥ 3 for which the summarized
variance

∑
A⊆B σ̃2 [M(A)] will be minimal but the sum of squares of mathe-

matical expectations of all representations
∑

A⊆B Ẽ2 [M(A)] will be maximal.
The value of summarized variance characterizes the stability of representation
and all its subset to noise level of pattern and it depends also from number
of elements in representation. The more elements in the presentation we have,
then the summarized value of variance is greater. We will use mathematical
expectations of nonnormalized information measures S(A), A ⊆ X , instead of
E [M(A)], A ⊆ X , for simplification of computations. We introduce follow crite-
ria: f(X) =

∑
A⊆X σ̃2 [M(A)]

/∑
A⊆X S2(A), |X | ≤ k.

Then it is necessary to find such set B, 3 ≤ |B| ≤ k, for which f(B) → min.
We simplify function f(B). Let S2(B) =

∑
x∈B m2

x, SD(B) =
∑

x∈B σ2
xmx.

Proposition 2. If feature characteristics of pattern X are independent random
variables then following equality is true for every B ∈ 2X:

f(B) = 1
S4(B)

{
D(B) − 2S(B)

S2(B)+S2(B)
SD(B)

}
.

Corollary 3. If σ2
x = σ2 = const for all x ∈ B then

f(B) = 1
S4(B)

{
|B| − 2S2(B)

S2(B)+S2(B)

}
σ2.

As S2(B)
/|B| ≤ S2(B) ≤ S2(B) then following corollary is true.

Corollary 4. If σ2
x = σ2 = const for all x ∈ B then

|B|2−|B|
(|B|+1)S4(B)

σ2 ≤ f(B) ≤ |B|−1
S4(B)

σ2.

We will use the “inclusion-exclusion“ procedure for finding of optimal represen-
tation which minimize the function f(B). We estimate the variation of function
f(B) to the exclusion of element x from B and inclusion of element y ∈ X\B.

Theorem 1. If feature characteristics of pattern X are independent random
variables then following asymptotic equality

f ((B\{x}) ∪ {y}) − f(B) = 1
S4(B)

(
Q1(B)(my − mx) + σ2

y − σ2
x

)
+ o(τ),

is true for every x ∈ B and y ∈ X\B, where Q1(B) =
2(3S2(B)+5S2(B))
(S2(B)+S2(B))2

SD(B)−
4

S(B)D(B), τ =
√

1
S2(B)

(
m2

y + m2
y

)
+ 1

D2(B)

(
σ4

x + σ4
y

)
.
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Corollary 5. If σ2
x = σ2 = const for all x ∈ X, then for any x ∈ B and

y ∈ X\B we have f ((B\{x}) ∪ {y})−f(B) = Q2(B)σ2 (my − mx)+o(τ), where

Q2(B) = 2
S3(B)

(
3S2(B)+5S2(B)

(S2(B)+S2(B))2
− 2|B|

S2(B)

)
, Q2(B) < 0 for all B ⊆ X : |B| ≥ 3

and τ =
√

1
S2(B)

(
m2

y + m2
y

)
+ 1

D2(B)

(
σ4

x + σ4
y

)
.

Formulas from theorem 1 and corollary 5 may be use for construction of algo-
rithmic procedures for finding of representation B, which minimize the function
f . Let KB(x, y) = Q1(B)(my−mx)+σ2

y−σ2
x. The algorithm for finding of repre-

sentation B of cardinality k which minimize the function f (if random variables
Ω(x), x ∈ X , are independent), consist of following steps:

1) we select the set B0 consisting of k elements of pattern X with maximal
values of informativeness E [Ω(x)] = mx, x ∈ X , as a initial representation;

2) we compute the value Q1(B0) from Theorem 1 and we find (x̃, ỹ) =
argmin {KB0(x, y) : x ∈ B, y ∈ X\B, KB0(x, y) < 0}, if this pair is exist. Then
B1 = (B0\{x̃})∪ {ỹ} is a new representation for which f(B1) ≤ f(B0) accurate
within to small values of second order. This step will be repeating so long as will
be pairs (x, y): KB(x, y) < 0.

If σ2
x = σ2 = const for all x ∈ X , then following conclusion follows from

the corollary 5, if we disregard small values: the optimal representation B with
cardinality is less or equal k, which minimize the function f will be consist of
elements with the greatest values E [Ω(x)] = mx (on the assumption of random
variables Ω(x), x ∈ X , are independent).
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Abstract. Encouraged by the success of social networking platforms, more and 
more enterprises are exploring the use of crowd-sourcing as a method for intra-
organization knowledge management. There is not much information about 
their effectiveness though. While there has been some emphasis on studying 
friend networks, not much emphasis has been given towards understanding 
other kinds of user behavior like regularity of access or activity. In this paper 
we present a wavelet-based clustering method to cluster social-network users 
into different groups based on their temporal behavior and activity profiles. 
Cluster characterization reveals the underlying user-group characteristics. User 
data from web and enterprise social-network platforms have been analyzed.  

Keywords: Social Network Analysis, Wavelet transformation, Hierarchical K-
means clustering.  

1   Introduction 

Social networking sites like Twitter and Facebook are figuring in an increasingly 
important way to market researchers due to their astronomically rising user base over 
a very short time. Efforts are on to tap the content that is generated in these sites to get 
valuable business insights. There is also an attempt to replicate these platforms within 
the secure environments of enterprises and motivate employees to engage in similar 
social interactions. It is expected that these platforms can motivate knowledge and 
expertise sharing in a more pro-active and effective way. However, these initiatives 
can only succeed if user participation is considerably steady and continuous, which is 
not necessarily true. Studies show that though popular social network sites like 
Twitter have an increasing user base, but there is also a huge attrition rate. 
Characterization of users based on their temporal behavior and activity profiles can 
not only help in identifying valuable and active user groups, but also help in 
improving the effectiveness of such platforms by identifying rare or infrequent users 
and motivating them to participate more through various incentives. Identifying 
anomalous behavior can be yet another important application of this.   

In this paper, we present an efficient way of clustering users into different groups 
based on their temporal behavior in social network forums. While there has been a lot 
of focus on studying user-groups based on content generated by them, not much work 
exist on analyzing their temporal behavior. We show that wavelet-based analysis can 
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effectively identify different categories of users, whose behaviors can be easily 
characterized. The rest of the paper is organized as follows. Section 2 surveys related 
works. Section 3 presents the background of wavelet analysis. The details of our 
wavelet based clustering algorithm are discussed in Section 4. Section 5 describes the 
experiments conducted and the results obtained.  

2   Survey of Related Work 

Wavelet transform being spatial-temporal in nature can capture temporal as well as 
frequency-based behavior of signals. In [1], a technique based on Discrete Wavelet 
Transform was proposed to cluster ECG signals. Though wavelet based analytical 
techniques are very powerful, they have not seen much use in the field of social-
network analysis. There have been several earlier attempts to cluster web-site users 
into different groups based on their access patterns. In [2] a novel approach was 
presented to cluster user profiles based on mass distribution using Dempster-Shafer’s 
theory. Profile similarity was used to make recommendations, personalize Web sites, 
and create targeted advertisements.  In [3], a trace analysis was conducted to 
characterize user access to videos over web (VOW). Their analysis revealed 
interesting discoveries like requests for same video spanned over short span of time 
and that small number of machines accounted for large number of overall requests. In 
[4], a very recent work, it has been shown how content popularity grows and fades 
over time in Twitter. In order to uncover the temporal dynamics of online content this 
has been formulated as time series clustering problem using a similarity metric that is 
invariant to scaling and shifting. K-Spectral Centroid (K-SC) clustering algorithm is 
proposed, that can effectively find cluster centroids with their similarity measure 
applied on wavelet coefficients of the time series.  

3   Brief Overview of Wavelet Analysis and Wavelet 
Transformation 

Wavelets are mathematical functions that are very useful in representing data due to 
various properties like compact support, vanishing moments, dilating relations etc.  
[5, 6, 7]. Compact support guarantees the localization of wavelets, while vanishing 
moment guarantees that wavelet processing can distinguish the essential information 
from non-essential information. These features including facilities for hierarchical 
representation and manipulation make wavelets a very powerful tool. Wavelet 
transforms are spatial-temporal in nature. They capture the time as well as the 
frequency of the signals. In wavelet analysis, the scale that is used to look at data 
plays a special role.  

The Discrete Wavelet Transform can be described as a series of filtering and sub 
sampling. In each level in this series, a set of 2j−1 coefficients are calculated, where j 
< J is the scale and N = 2J is the number of samples in the input signal. The 
coefficients are calculated by applying a high-pass wavelet filter to the signal and 
down-sampling the result by a factor of 2. At the same level, a low-pass scale filtering 
is also performed (followed by down-sampling) to produce the signal for the next 
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level. Each set of scale-coefficient corresponds to a “smoothing” of the signal and the 
removal of details, whereas the wavelet-coefficients correspond to the “differences” 
between the scales.  

Given a signal f having dimension D, low frequency filter L and a high frequency 
filter H, the Fast wavelet transformation of the signal is computed as follows: 

1. Apply H to f, returning a new signal fୌ,with a domain half the size of D, 
2. Similarly, apply L to f, returning another new signal f,with a domain half the size 

of D, 
3. If size of D is 2, then return [fୌ, f] 
4. Apply Wavelet transform (recursively) on f, 
5. Return fୌ concatenated with the result. 

 

The resultant transformed signal f  is ሺLf୩, Hf୩ିଵ, Hf୩ିଶ, … , Hfሻ where Lf୩ is the 
wavelet coefficient of signal f at the ݇௧ (coarsest) level. It contains the 
approximated information about original signal. Hf୨ are the wavelet coefficients of the 
signal at ݆௧  level containing the detailed information of the signal at that level.      

The simplest wavelet transformation function is Haar transform which has a single 
vanishing moment. Haar transform performs an average and difference on a pair of 
value. We have used Daubechies2 wavelet transforms having two vanishing 
moments. The corresponding low-level and high-level filters are given by 
(0.12940952, 0.22414386,-0.8365163, 0.4829629) and (0.4829629, 0.8365163, 
0.22414386, -0.12940952) respectively. 

4   Wavelet-Based Clustering of User Interaction Data 

We assume that user interaction data is represented as a time-series, which records the 
activity of the user at regular time-intervals. Measure of activity in a given time 
interval is the number of times the user repeats the activity in that period. Activity 
definition depends on the type of social network and may include actions like asking a 
question or answering one, sending messages or tweets, or simply updating status.  

Grouping users based on their behavior is performed in two phases. In phase I, Fast 
Daubechies Transform is applied to the time series data. This transformation yields a 
set of values that are linear combinations of the original elements of the time series. 
As mentioned earlier, the coarsest level coefficients obtained with the transformation 
can provide approximate information about the users, while at each higher level more 
detailed information about the behavior can be captured. In phase II, we exploit this 
property of wavelet coefficients to refine the process of clustering repeatedly and 
obtain more refined and homogeneous groups.  

 The hierarchical clustering algorithm has been designed based on k-means. 
Initially, the coefficients obtained at the coarsest level are segregated into k clusters. 
Phases II is repeated for each new cluster, till the most detailed coefficients are taken 
into account. The clustering process is summarized below 
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Wavelet based  Hierarchical Clustering Algorithm 

Let n denote the number of users and m denote the 
number of time-intervals considered 

Input: Set of signals ഥܷ
n , ݑ ݁ݎ݄݁ݓ ൌ ൏ ݂൫ݐ൯ , i ൌ1, 2 … n and j ൌ 1, 2 … . m. Since m should be a power of 2, 

let m = 2s. Extra fields in the signal, if needed, 
are padded with zeroes. 

• Parameters k1, k2,…,ks, where kt is the number of 
clusters to be created during the tth iteration.   

• Output: p clusters, where p = k1*k2*…*km  

1. Apply Fast Daubechies Transform (ܶܦܨ) on each 
element un of ഥܷ

n. The data set is transformed to ഥܹ, 
where  ܹ൫ݐ൯ ൌ , ܹ ቀ ݂൫ݐ൯ቁ ൌ ܹ൫ݐ൯ 

2. Assign  Cୱାଵଵ   ൌ ܹ൫ݐ൯ 
3. For ݐ ൌ ,ݏ ݏ െ 1, …,  
 For c=1,2,…,k1*k2*…*ks-1-t 

a. Apply K-means clustering on set of elements 
belonging to C୲ାଵୡ   considering only ݐ௧ level 
coefficients of the elements wn belonging to C୲ାଵୡ ,dividing each cluster into kt clusters.  

b. As a result of step a. k1*k2*…*kt are formed.   

5   Experiments and Results 

Several experiments were conducted to study users of different types of social 
networks. The first and second dataset comprise of Twitter users for a period of one 
month in 2009 and fifteen days in 2010 respectively. The third and fourth datasets 
comprise data from an Enterprise Social Network Portal (ESNP) where users ask 
questions or answer questions posted by other users. It consists of employees and 
their monthly behavior over 25 months from April 2008 to April 2010. The Twitter 
data time-series contain the number of tweets sent by each user on the different days. 
The Enterprise data contains number or questions or answers posted by users in a 
given month. Table 1 presents details of the datasets as well as the results obtained.  

It can be observed from Table 1 that the distributions are identical with one large 
cluster receiving majority of the data points. It is found that the major cluster always 
contains infrequent users with low activity profiles. This cluster emerges at the end of 
first level itself, and remains unchanged through the next iterations. Figure 1 shows 
the clusters formed for the different datasets after the first level of clustering, i.e. at 
the coarsest level of approximation. These plots have been generated using total 
activity during the period. The last column of Table 1 shows that the percentage of 
users exhibiting significant volumes of activity and continuous presence is very low. 
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Table 1

Dataset Number of 
users 

Twitter I 200000 
Twitter II 44895 

ESNP 
Answers 

21420 

ESNP 
Question 

19810 
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levels of activity are almost always news groups. In both the datasets, the most active 
group consisted of IDs of global news agencies like breaking news and TOInews, 
while the second most active set of users included regional news agencies like 
AtlantaNews, TOIMumbai, TOIDelhi etc. It is interesting to observe that the patterns 
of users and usage have remained same over the years, in spite of growing number of 
users. Further, analysis of ESNP data showed that around 57% of users who logged 
into the network on any given month, did not do so the very next month. Since very 
few users take an active role on a continuous basis, the purpose of such networks may 
not be fulfilled.  

The ESNP data used for this experiment had user-given category tags Technology, 
Programming Languages, HR, Finance, Fun and Entertainment etc. associated to the 
content. Figure 2c shows that bulk of content contributed by the most active users 
belong to the Fun and Entertainment category. The other popular categories are 
culture and Work Life balance. Thus it can be concluded that social networks are 
positively contributing towards employee bonding. But more can be done to make 
social networks a platform for enterprise knowledge sharing effectively.       

6   Conclusions 

In this paper we have explored the temporal behavior of users in social network. We 
have proposed an effective way of clustering users into different groups and 
characterized them. It is found that majority of users in any social network are low-
profile and irregular. Within enterprise, active interaction is mostly restricted to non-
technical content. Schemes to engage users effectively are also essential. Introduction 
of proper incentives are needed to make social network a viable platform for 
knowledge sharing. Further work is being carried on to analyze the content and its 
effectiveness for enterprise.  
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Abstract. We propose a combinatorial technique for obtaining tight
data dependent generalization bounds based on a splitting and connec-
tivity graph (SC-graph) of the set of classifiers. We apply this approach
to a parametric set of conjunctive rules and propose an algorithm for
effective SC-bound computation. Experiments on 6 data sets from the
UCI ML Repository show that SC-bound helps to learn more reliable
rule-based classifiers as compositions of less overfitted rules.

Keywords: computational learning theory, generalization bounds, per-
mutational probability, splitting-connectivity bounds, rule induction.

1 Introduction

Obtaining exact generalization bounds remains an open problem in Computa-
tional Learning Theory [1]. Experiments [8,9] have shown that two fine effects
should be taken into account simultaneously to obtain exact bounds: the split-
ting of the set into error levels and the similarity of classifiers. Many practically
used sets contain a lot of similar classifiers that differ on one object, they are
called connected. In this work we develop a combinatorial approach that deals
with splitting and connectivity together and gives tight or even exact bounds
on probability of overfitting. We apply a new SC (splitting and connectivity)
combinatorial bound to the set of conjunctive rules and propose the overfitting
reduction method compatible with most usual rule induction engines.

2 Definitions and Notation

Let X = {x1, . . . , xL} be a set of objects and A be a set of classifiers. A binary
loss function I : A × X → {0, 1} exists such that I(a, x) = 1 if a classifier a
produces an error on an object x. A binary vector (ai) ≡

(
I(a, xi)

)
L
i=1 of size L

is called an error vector of the classifier a. Assume that all classifiers from A
have pairwise different error vectors.
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The number of errors of a classifier a on a sample X ⊆ X is defined as
n(a, X) =

∑
x∈X I(a, X). For shorter notation denote n(a) = n(a, X).

The error rate is defined as ν(a, X) = 1
|X|n(a, X).

The learning algorithm is a mapping μ : 2X → A that takes a training sam-
ple X ⊆ X and gives a classifier μX ∈ A.

Transductive (permutational) probability. Denote [X]� the set of all
(
L
�

)
= L!

�!(L−�)!

samples X ⊂ X of size �. Assume that all partitions of the general set X into an
observed training sample X of size � and a hidden test sample X̄ = X \ X of
size k = L − � can occur with equal probability The classifier a = μX is said
to be overfitted if the discrepancy δ(a, X) = ν(a, X̄) − ν(a, X) is greater than
a given nonnegative threshold ε. Define the probability of overfitting as

Qε(μ, X) = P
[
δ(μX, X) ≥ ε

]
=

1(
L
�

)
∑

X∈[X]�

[
δ(μ, X) ≥ ε

]
.

where brackets transform a logical value into numerical one: [true]=1, [false]=0.
The inversion of a bound Qε ≤ η(ε) is an inequality ν(μX, X̄) ≤ ν(μX, X)+ε(η),
which holds with probability at least 1 − η, where ε(η) is the inverse for η(ε).

Empirical risk minimization (ERM) is a classical and perhaps most natural
example of the learning algorithm:

μX = argmin
a∈A

n(a, X).

Hypergeometric distribution. For a classifier a such that m = n(a, X) the prob-
ability to make s errors on a sample X is given by a hypergeometric function:
P
[
n(a, X) = s

]
= h�, m

L (s) , where h�, m
L (s) =

(
m
s

)(
L−m
�−s

)
/
(
L
�

)
, argument s runs

from s0 = max{0, m − k} to s1 = min{m, �}, parameter m takes values 0, . . . , L.
It is assumed that

(
m
s

)
= h�, m

L (s) = 0 for all other integers m, s. Define the
cumulative distribution function (left tail) of the hypergeometric distribution

H�, m
L (z) =

�z�∑

s=s0

h�, m
L (s) .

Consider a set A = {a} containing one fixed classifier, so that μX = a for
any X . Then the probability of overfitting Qε transforms into the probability
of large deviation between error rates in two samples X, X̄.

Theorem 1 (FC-bound). For a fixed classifier a such that m = n(a), for any
set X and any ε ∈ [0, 1] the probability of overfitting is given by the left tail of
hypergeometric distribution:

Qε(a, X) = H�, m
L

(
�
L

(m − εk)
)
. (1)

The exact FC-bound plays a role of the Law of Large Numbers in permutational
probabilistic framework because it predicts the error rate on the hidden sample
from the observed one, whereas the “probability of error” is undefined here. The
hypergeometric distribution is fundamental for all further bounds.
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Theorem 2 (VC-bound). For any set X, any learning algorithm μ, and any
ε ∈ [0, 1] the probability of overfitting is bounded by the sum of FC-bounds over A:

Qε(μ, X) ≤
∑

a∈A

H�, m
L

(
�
L(m − εk)

)
, m = n(a). (2)

Further weakening this bound gives a well known form of the VC-bound:
Qε(μ, X) ≤ |A|max

m
H�, m

L

(
�
L (m − εk)

) ≤ |A| · 3
2e−ε2� for a case � = k.

VC-bound is highly overestimated because all classifiers make approximately
equal contributions to the VC-bound. However, the set of classifiers is usually
split into error rates in quite nonuniform manner. Most classifiers are unsuit-
able, have vanishing probability to be obtained as a result of learning and make
a negligible contribution to the probability of overfitting. On the other hand,
similar classifiers share their contribution, thus each of them contributes poorly
again. VC theory totally ignores both advantageous effects.

3 Splitting and Connectivity Bounds

Define the order relation on classifiers a ≤ b as a natural order on their error vec-
tors: ai ≤ bi for all i = 1, . . . , L. Introduce Hamming distance between error vec-
tors: ρ(a, b) =

∑L
i=1 |ai−bi|. Classifiers a and b are called connected if ρ(a, b) = 1.

Define the precedence relation on classifiers a ≺ b as
(
a ≤ b

) ∧ (
ρ(a, b) = 1

)
.

The set of classifiers A can be represented by a multipartite directed graph
that we call the splitting and connectivity graph (SC-graph) in which vertices
are classifiers, and edges (a, b) are pairs of classifiers such that a ≺ b. Partite
subsets Am = {a ∈ A : n(a) = m} are called error layers, m = 0, . . . , L. Each
edge of the SC-graph (a, b) can be uniquely labeled by an object xab ∈ X such
that I(a, xab) = 0 and I(b, xab) = 1.

Upper connectivity q(a) = #
{
xab ∈ X

∣∣ a ≺ b
}

of a classifier a is the number
of edges leaving the vertex a.

Inferiority r(a) = #
{
xbc ∈ X

∣∣ b ≺ c ≤ a
}

of a classifier a is the number of
different objects assigned to edges below the vertex a in the SC-graph. If a correct
classifier a0 ∈ A exists such that n(a0) = 0 then inferiority is equal to the number
of errors, r(a) = n(a). In general case r(a) ≤ n(a).

Theorem 3 (SC-bound). If μ is ERM then for any ε ∈ [0, 1] the probability
of overfitting is bounded by the weighted sum of FC-bounds over the set A:

Qε(μ, X) ≤
∑

a∈A

PaH�−q, m−r
L−q−r

(
�
L(m − εk)

)
, (3)

where q = q(a) is upper connectivity, r = r(a) is inferiority, m = n(a) is the
number of errors of classifier a, Pa =

(
L−q−r

�−q

)
/
(
L
�

)
is an upper bound on the

probability to learn the classifier a, P[μX =a] ≤ Pa.

The weight Pa decreases exponentially as connectivity q(a) and inferiority r(a)
increase. This fact has two important consequences.
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First, connected sets of classifiers are less subjected to overfitting. Not only
the fact of connectedness but better the number of connections is important.

Second, only lower layers contribute significantly to the probability of overfit-
ting. This fact encourages effective procedures for SC-bound computation.

SC-bound (3) is much more tight than the VC-bound (2). It transforms to
the VC-bound by substituting q = r = 0, i. e. by disregarding the SC-graph.

4 SC-Bound for Threshold Conjunctive Rules

Consider a classification problem with labels yi ∈ Y , i = 1, . . . , L assigned to
each object xi ∈ X respectively. Consider a parametric set R of conjunctive rules

r(x; θ) =
∏

j∈J

[
xj ≤ θj

]
,

where x=(x1, . . . , xn) is a vector of numerical features of object x, J ⊆ {1, . . . , n}
is a subset of features, θj ∈ R is a threshold parameter for j-th feature. An ob-
ject x is said to be covered by the rule r(x) if r(x) = 1.

A rule induction system learns a rule set Ry for each class y ∈ Y from a training
set X . Two criteria are optimized simultaneously to select useful rules — the
number of positive and negative examples covered by r, respectively:

p(r, X) = #
{
xi ∈ X

∣∣ r(xi) = 1, yi = y
} → max;

n(r, X) = #
{
xi ∈ X

∣∣ r(xi) = 1, yi �= y
} → min .

In practice the two-criteria optimization task is reduced to one-criterion task
by means of heuristic function H(p, n). Examples of H are Fisher’s exact test [5],
entropy, Gini index, χ2- and ω2-tests, and many others [4].

Rule based classifier. After learning the rule sets Ry for all y ∈ Y the classifier
can be buildup as a composition of rules, e.g. as a weighted voting:

a(x) = argmax
y∈Y

∑

r∈Ry

wrr(x),

where weights wr ≥ 0 are learned from the training set X . So, there are three
things to learn: (1) thresholds θj , j ∈ J for each subset J ; (2) feature subset J
for each rule r; (3) weight wr for each rule r. Respectively, there are three reasons
for overfitting. In this work we use SC-bound to estimate overfitting resulting
from thresholds learning and build a criterion for feature subset selection, with
motivation that a good classifier can be hardly build up from overfitted rules.

The idea of heuristic modification is to obtain the SC-bound on p and n for a
fixed J ; then to get inverted estimates that hold with probability at least 1− η:

1
k
p(r, X̄) ≥ 1

�
p(r, X) − εp(η), 1

k
n(r, X̄) ≤ 1

�
n(r, X) + εn(η),

and to use them instead of p, n in a heuristic H ′(p, n) = H
(
p−�εp(η), n+�εn(η)

)
.

The modified heuristic H ′ gives a more accurate features selection criterion that
takes into account the overfitting resulting from thresholds learning.



70 K. Vorontsov and A. Ivahnenko

Specialization of SC-bound for conjunctive rules. Define the binary loss function
as I(r, xi) =

[
r(xi) �= [yi =y]

]
, i = 1, . . . , L, for any rule r of class y. For the sake

of simplicity suppose that all values xj
i are pairwise different for each feature j,

features take integers 1, . . . , L and the thresholds take integers 0, . . . , L.

For any pair of vectors u = (uj)j∈J , v = (vj)j∈J define an order relation
(u ≤ v) ↔ ∀j ∈ J (uj ≤ vj). Define (u < v) ↔ (u ≤ v and u �= v).

A boundary point of the subset S ⊆ X is a vector θS : θj
S = max

x∈S
xj , j ∈ J .

Note that r(x, θS) = 1 for any x ∈ S.
A boundary object of the subset S ⊆ X is any object x ∈ S: ∃j ∈ J : xj = θj

S .
A boundary subset is a subset S ⊆ X such that all objects x ∈ S are its bound-

ary objects. Each boundary subset is unambiguously defined by its boundary
point. Empty set is a boundary subset with boundary point θj

∅
= 0, j ∈ J .

The following theorem states that the sum over all rules in SC-bound (3) can
be calculated by running over all boundary subsets.

Theorem 4. The set of rules r(x; θS) where S runs over all boundary subsets
coincide with the set of all rules r(x; θ) having pairwise different error vectors.

Then our idea is to iterate all rules (really, boundary subsets) from bottom to
upper levels of SC-graph and use early stopping to bypass rules from higher levels
that make no significant contribution to the SC-bound. To do this effectively we
first consider an algorithm for the neighbor search of boundary subsets.

Searching the set of neighbor rules. Consider a rule r(x; θ) defined by a threshold
vector θ = (θj)j∈J . Its neighborhood Vθ is defined as a set of all rules r(x, θ′)
that differ from r(x; θ) on single object. Algorithm 4.1 iterates all neighbor rules
r(x, θ′) such that θ′ is a boundary point of a boundary subset.

At first stage (steps 1–5) neighbor rules r(x; θ′) are produced from θ by de-
creasing thresholds θ′ ≤ θ. For each boundary object thresholds θ decrease until
another object becomes boundary.

At second stage (steps 6–11) neighbor rules r(x; θ′) are produced from θ by
increasing thresholds θ′ ≥ θ. This is a more involved case that requires a recursive
procedure. The preliminary work at steps 6, 7 helps to reduce further search
by determining the maximal boundary θ̄ that neighbor rules may fall in.

Each object x ∈ X can have one of three states: x.checked ∈ {false, bad, good},
what enables to avoid the repeated processing of objects at second stage.

Initially all objects are not checked. Then for each object x ∈ X covered by the
rule r(x; θ̄) but not covered by the rule r(x; θ) the recursive procedure Check(x)
is invoked. If the rule r(x; θ′) covers only one object x in addition to objects
covered by r(x; θ) then x is good. Otherwise the rule r(x; θ′) covers two objects
x, x̃ not covered by the rule r(x; θ); in such case x is bad and the procedure
Check(x̃) is invoked recursively with the object x̃. Each good object x induces
the neighbor rule θ′ = max{θ, x}, which is added to the set Vθ.

Algorithm 4.1 guarantee that all neighbor rules will be found. Besides it cal-
culates all characteristics of the rule needed to calculate SC-bound: q(θ), r(θ),
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Algorithm 4.1. Seek the neighborhood Vθ of the rule r(x; θ).
Require: features subset J , thresholds θ = (θj)j∈J , class label y ∈ Y , general set X.
Ensure: Vθ, Xθ, X ′

θ , q(θ), r(θ), n(θ).

1: Vθ := ∅;
2: for all x ∈ X such that r(x; θ) = 1 and θj = xj for some j ∈ J do
3: for all j ∈ J such that xj = θj do
4: θ′j := max

{
xj

i

∣∣ xi ∈ X, xi < θ
}
;

5: AddNeighbor(θ, θ′, x);
6: for all j ∈ J do
7: θ̄j := max

{
L, xj

∣∣ x ∈ X, xj > θj , xt ≤ θt, t �= j
}
;

8: for all j ∈ J do
9: for all x such that θj < xj ≤ θ̄j do

10: if x < θ̄ and x.checked = false then
11: Check(x);

12: Procedure Check(x)
13: for all j ∈ J such that θj < xj do
14: for all x̃ such that θj < x̃j < xj do
15: if θ < x̃ < x then
16: x.checked := bad;
17: if x̃.checked = false then Check(x̃);
18: exit;
19: x.checked := good;
20: θ′j := max{θj , xj}, for all j ∈ J ;
21: AddNeighbor(θ, θ′, x);

22: Procedure AddNeighbor (θ, θ′, xi)
23: add the rule θ′ into the set of neighbors Vθ;
24: if r(xi; θ) = [yi=y] then
25: Xθ := Xθ ∪ {xi}; q(θ) := |Xθ |;
26: else
27: X ′

θ := X′
θ ∪ X ′

θ′ ∪ {xi}; r(θ) := |X′
θ |; n(θ) := n(θ′) + 1;

and n(θ). To avoid the exhaustive search of all objects at steps 4, 7, 9, 14 the
sorting index is to be built in advance for each coordinate j ∈ J .

Level-wise bottom-up calculation of SC-bound. Algorithm 4.2 starts from a lowest
layer of classifiers. At each step it process a layer Θ consisting of all rules θ that
makes m = n(θ) errors on general set. For each rule θ Algorithm 4.2 calculates its
contribution to the SC-bound, builds its neighborhood, and forms the (m+1)-th
layer Θ′ joining upper parts of all neighborhoods. The steps are repeated until
layer contribution becomes sufficiently small. Note that early stopping gives
a lower estimate for (3), witch is upper bound on probability of overfitting.

Experiment. We used following state-of-the art algorithms as baseline rule learn-
ers: C4.5 [7], C5.0 [6], RIPPER [2], and SLIPPER [3]. Our rule learning engine
was based on breadth-first search as feature selection strategy and Fisher’s ex-
act test (FET) as heuristic H . To build compositions of rules three algorithms
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Algorithm 4.2. SC-bound calculation for the set of conjunction rules.
Require: features subset J , class label y ∈ Y , set of objects X.
Ensure: Qε — SC-bound on probability of overfitting (3).

1: Θ := Arg min
θ

n(θ); Qε := 0;

2: repeat
3: Qε,m := 0; Θ′ := ∅;
4: for all θ ∈ Θ do
5: call Algorithm 4.1 to build the neighborhood Vθ;
6: Qε,m := Qε,m + 1

C�
L

C
�−q(θ)

L−q(θ)−r(θ)H
�−q(θ), n(θ)−r(θ)

L−q(θ)−r(θ)

(
�
L

(n(θ) − εk)
)
;

7: Θ′ := Θ′ ∪ {
θ′ ∈ Vθ : n(θ′) = n(θ) + 1

}
;

8: Qε := Qε + Qε,m; Θ := Θ′;
9: until the contribution of the m-th layer Qε,m becomes small.

has been implemented. Logistic Regression (LR) is a linear classifier that ag-
gregates rules learned independently. Weighted Voting (WV) is a boosting-like
ensemble of rules similar to SLIPPER which learns each subsequent rule from
reweighted training set. Decision List (DL) is a greedy algorithm which learns
each subsequent rule from training objects not covered by all previous rules.

We implemented two modifications of heuristic H ′(p, n). The SC modification
uses SC-bound on the probability of overfitting Qε as described above. The MC
modification uses the Monte-Carlo estimation of Qε via 100 random partitions
X = X � X̄. For both modifications we set � = k.

Table 1. Experimental results on 6 real data sets from UCI Machine Learning Reposi-
tory. For each pair 〈task, algorithm〉 an average testing error obtained from 10-fold cross
validation is given, in percents. For each task three best results are bold-emphasized.
Algorithms 1–7 are baseline rule learners. Our algorithms: WV — Weighted Voting,
DL — Decision List, SC — using heuristic modified by SC-bound, MC — using
heuristic modified by Monte-Carlo estimation of the probability of overfitting.

tasks
algorithms

australian echo-card heart dis. hepatitis labor liver

1 RIPPER−opt 15.5 2.9 19.7 20.7 18.0 32.7

2 RIPPER+opt 15.2 5.5 20.1 23.2 18.0 31.3

3 C4.5 (Tree) 14.2 5.5 20.8 18.8 14.7 37.7
4 C4.5 (Rules) 15.5 6.8 20.0 18.8 14.7 37.5

5 C5.0 14.0 4.3 21.8 20.1 18.4 31.9

6 SLIPPER 15.7 4.3 19.4 17.4 12.3 32.2

7 LR 14.8 4.3 19.9 18.8 14.2 32.0

8 WV 14.9 4.3 20.1 19.0 14.0 32.3

9 DL 15.1 4.5 20.5 19.5 14.7 35.8

10 WV+MC 13.9 3.0 19.5 18.3 13.2 30.7

11 DL+MC 14.5 3.5 19.8 18.7 13.8 32.8

12 WV+SC 14.1 3.2 19.3 18.1 13.4 30.2

13 DL+SC 14.4 3.6 19.5 18.6 13.6 32.3
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Results are presented in Table 1. Initial unmodified versions of our algorithms
WV and DL with FET heuristic have a performance comparable to the baseline.
WV outperforms DL, what corresponds to the results of other authors. Both SC
and MC modifications of the FET heuristic reduce overfitting of rules and of
classifier as a whole. Both modified classifiers outperform their respective initial
versions for all 6 tasks. It must be emphasized that the only modification is
the rule evaluation heuristic, all other things being equal. Thus, all difference
in performance is due to generalization bound used in modified FET heuristic.
The difference between SC and MC results is not significant, but MC estimation
is much more time consuming. A moderate looseness of the SC-bound really takes
place but does not reduce its practical usefulness as a rule selection criterion.

5 Conclusion

This work gives a new SC (splitting and connectivity) combinatorial bound on
probability of overfitting. It takes into account a fine internal structure of the
set of classifiers formalized in terms of the SC-graph. For a set of threshold con-
junctive rules a level-wise bottom-up algorithm with early stopping is proposed
for effective SC-bound computation. The inverted SC-bound is used to mod-
ify standard rule evaluation heuristic. This modification can be build in most
known rule learners. It enables to take into account an amount of overfitting
resulting from thresholds learning, and then to select features subset for each
rule more accurately. Experiments on six real data sets show that the proposed
modification reduces overfitting significantly.
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Abstract. In dissimilarity-based classifications (DBCs), classifiers are not based
on the feature measurements of individual objects, but rather on a suitable dissim-
ilarity measure among the objects. In this paper, we study a new way of measuring
the dissimilarity between two object images using a SIFT (Scale Invariant Feature
Transformation) algorithm [5], which transforms image data into scale-invariant
coordinates relative to local features based on the statistics of gray values in scale-
space. With this method, we find an optimal or nearly optimal matching among
differing images in scaling and rotation, which leads us to obtain dissimilarity
representation after matching them. Our experimental results, obtained with well-
known benchmark databases, demonstrate that the proposed mechanism works
well and, compared with the previous approaches, achieves further improved re-
sults in terms of classification accuracy.

1 Introduction

Dissimilarity-based classifications (DBCs) [6] are a way of defining classifiers among
classes; the process is not based on the feature measurements of individual objects, but
rather on a suitable dissimilarity measure among them. The problem with this strategy
is that we need to measure the inter-pattern dissimilarities for all the training samples to
ensure there is no zero distance between objects of different classes. Several strategies
can be employed to address this problem, which include the regional distance [1], the
Euclidean distances of images [9], a dynamic programming technique [4], and classi-
fication of regions of interest (ROIs) [8]. In [9], Wang et al. propose a new Euclidean
distance, called IMage Euclidean Distance (IMED). Unlike the traditional one, IMED
takes into consideration the spatial relationships of pixels. From this point of view, the
researchers claim to get a more reliable similarity measure.

In addition, in [4], Kim and Gao propose a way of measuring the dissimilarity dis-
tance between two images of an object when the images have different directions and
sizes and there is no direct feature correspondence. In this method, a dynamic program-
ming technique, such as dynamic time warping, is used to overcome the limitations
of one-to-one mapping. Recently, in [8], Sorensen et al. proposed a method of directly
measuring dissimilarities between images by using region of interests (ROIs) of the seg-
ments. When computing the dissimilarity between two images, x1 and x2, they consider

� This work was supported by the National Research Foundation of Korea funded by the Korean
Government (NRF-2011-0002517).
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an associated weight, �(x1i, x2j), that expresses the textural dissimilarity between the
two corresponding ROIs, x1i and x2j . Here, to avoid a case in which all ROIs in x1 are
matched to all ROIs in x2, they employ a way of matching every ROI in one image with
the most similar ROI in the other image.

On the other hand, Lowe [5] proposed the scale invariant feature transformation
(SIFT) algorithm for extracting distinctive invariant features from images that can be
used to perform reliable matching between different views of an object. The features are
invariant to image scale and rotation, and are shown to provide robust matching across
a substantial range of affine distortion, addition of noise, and change in illumination.
Thus, SIFT can be used to detect distinct features in an image and to transform image
data into scale-invariant coordinates relative to local features. The algorithm consists
of four main steps to generate the set of image features: scale-space peak detection,
keypoint localization, orientation assignment, and keypoint descriptor.

The major task of this study is to deal with how dissimilarity measure can be ef-
fectively computed. However, when there are many kinds of variations based on such
factors as pose (direction), scaling, and illumination [1], [3], it is difficult to improve
the performance of DBCs in the dissimilarity space. To overcome this limitation and
thereby improve the classification performance of DBCs, in this paper, we study a new
way of enriching the representational capability of dissimilarity measures. In particu-
lar, this goal can be achieved by using a SIFT algorithm based on the statistics of gray
values in scale-space. With regard to measuring the dissimilarity of the object images,
we prefer not to directly measure the dissimilarity from the images; rather, we employ
a particular way of using SIFT to adjust or scale the object images. This measure effec-
tively serves as a new “feature” component in the dissimilarity space.

2 DBCs with SIFT Algorithm

Scale Invariant Feature Transformation (SIFT) [5]: SIFT is an algorithm for ex-
tracting distinctive invariant features from images that can be used to perform reliable
matching between different views of an object. The features are invariant to image scale
and rotation, and are shown to provide robust matching across a substantial range of
affine distortion, changes in 3D viewpoint, addition of noise, and changes in illumina-
tion [5]. Four computational stages of SIFT are scale-space peak detection, keypoint
localization, orientation assignment, and keypoint descriptor, respectively. The details
of SIFT are omitted here in the interest of brevity, but can be found in the literature [5].

Dissimilarity-Based Classifications (DBCs) [6]: A dissimilarity representation of a
set of samples, T = {xi}n

i=1 ∈ R
d, is based on pairwise comparisons and is expressed,

for example, as an n× m dissimilarity matrix DT,Y [i, j], where Y = {yj}m
j=1 ∈ R

d, a
prototype set, is extracted from T , and the subscripts of D represent the set of elements,
on which the dissimilarities are evaluated. Thus, each entry, DT,Y [i, j], corresponds
to the dissimilarity between the pairs of objects, xi and yj. Consequently, an object,
x, is represented as a column vector, δ(x). In image classification, one of the most
intractable problems is the distortion caused by the differences in illumination, scaling,
and rotation. To overcome this problem, in this paper, we use the SIFT algorithm. The
proposed approach, which is referred to as DBC-with-SIFT, is summarized as follows:
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1. Select the whole training set, T , as the representation subset, Y .
2. For all the pairs of objects, xi and yj , where xi ∈ T and yj ∈ Y , compute

DT,Y [i, j] as follows: (1) After extracting the entire set of keypoints from xi and yj

with SIFT, select the primary keypoints among them using heuristic methods 1. (2)
Compute DT,Y [i, j] in the following sub-steps: The first sub-step is to generate two
queues, Qx and Qy , by inserting the selected primary keypoints and d = 0. The second
sub-step is to compute the Euclidean distance, d = d+‖x(i, j)−y(k, l)‖, between two
pixels (keypoints), (i, j) ∈ Qx and (k, l) ∈ Qy, which have been deleted from the two
queues, respectively. Then, the 8-nearest neighbors around the pixels are inserted into
the queues. If Qx and Qy are empty, then exit; otherwise, go to the second sub-step.

3. For a testing sample, z, compute δ(z) by using the same measure used in Step 2.
4. Achieve the classification by invoking a classifier built in the dissimilarity space

defined with DT,Y [·, ·] and by operating the classifier on the dissimilarity vector, δ(z).
The time complexities (i.e., the increase in computational complexity) of the above

algorithm are omitted here, but will be presented in the journal version.

Primary Keypoint Selections: In DBC-with-SIFT, to select the primary keypoints to
compensate for the differences in direction or illumination, we consider two heuristic
rules: slope-based (SB) rule and number-based (NB) rule. For each pair of keypoints,
slope values, {φi}M

i=1, where φi is the angle between the ith slope and a base line and
M the number of the keypoints, can be calculated by using their frames 2. In the SB
rule, after computing all the slope values of the keypoints, we select primary keypoints
from the keypoints, which are within the range of −α ≤ φi ≤ α, where {α|α =
0.2, 0.3, · · · , 1.0}. In the NB rule, on the other hand, after sorting all the slope values,
we select the β number of keypoints in an ascending order from the smallest values of
{φi}M

i=1 as the primary keypoints, where {β|β = 1, 3, · · · , 17}.

3 Experimental Results

Experimental Data: The proposed method has been tested and compared with con-
ventional methods. This was done by performing experiments on three benchmark
databases, namely, AT&T 3, CMU (CMU-Expression) 4, and Leaves 5. Here, the num-
bers of samples, dimensions, and classes of these databases are, respectively, (400,
10304, 40), (200, 16384, 10), and (45, 530432, 3). Also, Leaves was employed as a
benchmark database for object classification, while AT&T and CMU were utilized as
examples of the non-background and background face recognition, respectively.

Experimental Method: First, data sets are split into training sets and test sets in the
ratio of 75 : 25. The training and testing procedures are repeated 30 times and the re-
sults obtained are averaged. Next, in the conventional DBCs, which is referred to as

1 This method will be presented in a later section.
2 The SB rule is based on assumption that face images are well posed in vertical shift and size.

If such positioning is not perfect, some special detectors of human face could be considered.
3 http://www.cl.cam.ac.uk/Research/DTG/attarchive/facedatabase.html
4 http://www.ri.cmu.edu/research project detail.html?project id=418&menu id=261
5 http://www.vision.caltech.edu/html-files/archive.html



An Improvement of Dissimilarity-Based Classifications Using SIFT Algorithm 77

Fig. 1. Plots of the pairwise keypoints obtained with SIFT and the primary keypoints selected with
the NB rule for two objects of AT&T: (a) left and (b) right; (a) is for the entire set of keypoints.
(b) is for the primary keypoints selected from (a).

DBCs-without-SIFT (shortly SIFT-without), we computed the dissimilarity between
two object images using their gray values. In DBC-with-SIFT (shortly SIFT-with), how-
ever, after extracting the primary keypoints from the two objects using SIFT and NB (or
SB) rule, we computed the dissimilarity. For example, Fig. 1 shows plots of the pairwise
keypoints and the selected primary keypoints for two objects of AT&T. Finally, to eval-
uate DBCs built in the SIFT-without and SIFT-with methods, different classifiers, such
as k-nearest neighbor classifiers (referred to nnc) and support vector machines (named
svm), are employed and implemented with PRTools [2].

Experimental Results: Fig. 2 shows a comparison of the estimated error rates of two
classifiers designed with the SIFT-without (nnc1 and svm1 - dashed lines of ◦ and �
markers, respectively) and SIFT-with (nnc2 and svm2 - solid lines of the same markers)
methods for the databases.

First, the estimated error rates for AT&T are very small but for the rest of the
databases (i.e., CMU and Leaves) are higher. This might be because when capturing
photos, the former method is non-background. Next, from the pictures shown in Fig. 2,
it should be observed that, in general, the dashed lines are higher than the solid lines.
That is, for the three databases, the estimated error rates of nnc1 and svm1 are higher
than those of nnc2 and svm2, respectively. From this observation, the following conclu-
sion is derived: measuring dissimilarities between images with SIFT-with method leads
to lower error rates than measuring the distance with SIFT-without method.

The other observations obtained from the figures are the following:

- For AT&T (SB), the svm-lines of � markers show that there is more improvement
in classification error rate when using the SB rule than when using the NB rule. This
indicates that we have achieved the goal that we desired to solve using the proposed
methods (refer to Figs. 2(a) and (b) on top).

- For AT&T and Leaves, it should be observed that svm is the best classifier for the
SB and NB rules in terms of classification accuracies. However, for CMU database,
svm is the best classifier for SB rule, while for the case of NB rule, the best working
classifier varies: For 1 ≤ β ≤ 5 and 14 ≤ β ≤ 17, svm works well. For 6 ≤ β ≤ 13,
however, nnc acts well (refer to Figs. 2(c) and (d) in middle).

- For the Leaves database, SB rule gives almost the same estimated error rates (flat),
but for the case of NB rule, there is an increase and decrease of estimated error rates,
which makes it difficult to find the optimal or nearly optimal slope values and the num-
ber of keypoints (refer to Figs. 2(e) and (f) at bottom).
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Fig. 2. A comparison of the estimated error rates of two classifiers designed with the SIFT-without
(nnc1 and svm1 - dashed lines of ◦ and � markers) and SIFT-with methods (nnc2 and svm2 - solid
lines of the same markers) for the three databases: (a) top left, (b) top right, (c) middle left, (d)
middle right, (e) bottom left, and (f) bottom right; (a) and (b) are for the two rules (i.e., SB and
NB rules) for AT&T; (c) and (d) are for the two methods of CMU; (e) and (f) are for Leaves
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4 Conclusions

In order to improve the classification performance of DBCs, in this paper we used the
SIFT algorithm based on the local statistics of gray values in scale-space. With SIFT,
we first obtained the entire set of keypoints from paired images and, in turn, selected
a few primary keypoints using either the slope-based or the number-based rule, elim-
inating inappropriate keypoints. Using the selected primary keypoints, we generated a
dissimilarity representation, in which DBCs have been performed. Our experimental
results, obtained with three benchmark databases, demonstrate that the classification
accuracy of DBCs was improved when the number of primary matched keypoints was
appropriately chosen. Although we have shown that DBCs can be improved by employ-
ing SIFT, many tasks remain. One of them is to improve the classification efficiency by
selecting an optimal or nearly optimal number of the primary keypoints from the entire
set of keypoints obtained with SIFT for the paired object images. Also, it is not yet clear
which kinds of significant data sets are more suitable for the scheme.
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Abstract. This paper is aimed to study the algebraic background of
some proof theoretic rules in a set up where distinct levels of logic activity
have been maintained carefully. In this regard, Introduction, Elimination
rules for ¬, and ⊃ have been considered as specific cases whose necessary
and sufficient conditions from the perspective of graded consequence will
reveal a new analysis.

Keywords: Graded consequence, Object level algebra, Meta level alge-
bra, Introduction and Elimination rules, Proof theory.

1 Introduction

Natural deduction system was introduced [5] to bring into notice the prototypes
of human reasoning in the form of some rules of inference. Sentences (wffs) i.e.
elements of F , the set of all wffs are object level entities; whereas, the notion of
inference is a meta level concept. Rules of inference lie at meta meta level to talk
about the interrelation between two or more than two inferences. This distinction
between levels is generally missing in the existing approaches. Gentzen’s own
interpretation to ⊃-Introduction [5] is a clear evidence of mixing up meta level
implication namely ‘provability’ with object level implication ‘follows’. Later
on, when Sequent calculus was introduced [5], a sequent viz., A1, A2, . . . An �
B1, B2 . . . Bm is assumed to represent the truth of the object level sentence
‘A1 ∧ A2 ∧ . . . ∧ An ⊃ B1 ∨ B2 ∨ . . . ∨ Bm’. In [7], it has been clearly mentioned
that in LJ and LK (the sequent calculus presentations for Intuitionistic logic and
Classical logic respectively) the presence of contraction left, weakening left, cut,
&-left and &-right jointly claim the proposition ‘δ, φ � ψ if and only if δ&φ � ψ’.
This indicates that usual practice in LJ and LK is to see meta level symbol ‘,’
and object level conjunction ‘&’ equivalently. Apart from LJ, LK, it has been a
convenient practice in many other logical systems [6] also. In substructural logics
[7] where some of the structural rules remain absent, the rules for & are modified
in such a way that in absence of any one of the above mentioned structural rules
‘δ, φ � ψ if and only if δ&φ � ψ’ remains unaltered. Thus in all these approaches
a lack of clarity in distinction between levels of logic activity is envisaged.

Theory of graded consequence which was introduced by Chakraborty [1] in
order to generalize two-valued notion of consequence relation in many-valued
context, throws light on this issue. Suppose L is a set of truth values assigned
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to the sentences of F endowed with some operators, say, →o, ¬o, ∗o in corre-
spondence to each connective ⊃, ¬, & of the object language. Now with respect
to {Ti}i∈I , a set of fuzzy subsets any formula α gets a truth value in L. Thus
{Ti}i∈I determines the value of the meta-linguistic sentence ‘X semantically en-
tails α’ or in symbol ‘X |= α’. In two-valued context, ‘X |= α’ i.e. ‘for all Ti, if
X ⊆ Ti then α ∈ Ti’, where each Ti is identified with the valuation under which
all formulae of Ti get the value 1, involves a meta-level ‘if-then’ and quantifier
‘for all’. So, a complete lattice along with an implication →m is needed for meta
level algebra.

Now, let us consider the following formofDeductionTheorem (⊃-Introduction).

X, α � β
X � α ⊃ β

where X is a set of formulas and α, β are single formulas. In algebraic term this
can be restated as – ‘truth value (X, α � β) ≤ truth value (X � α ⊃ β). Or
more formally abbreviating ‘grade’ by ‘gr’ one can write –

gr(X ∪ {α} � β) ≤ gr(X � α ⊃ β) . . . (A)

So, to obtain Deduction Theorem (DT) as a rule of inference demands should
be made to the operators →m computing � and →o computing ⊃ in such a way
that as a result (A) gets satisfied.

This clarifies that the algebras of different levels of logic give rise to different
rules of inference. Having this as the main theme of the paper, in Section 2,
the basic concept of the notion of graded consequence will be introduced and
then as a specific case of study the necessary and sufficient conditions for graded
Introduction, Elimination rules for ⊃ and ¬ will be discussed. In Section 3 we
will try to show that this study of proof theoretic results from the perspective
of graded consequence gives a different analysis in comparison to the existing
approaches.

2 In the Context of Graded Consequence

In graded context depending on a collection of fuzzy sets {Ti}i∈I over well-formed
formulas the sentence ‘α is a consequence of X ’ may get values other than the
top (1) and least (0). That is, the notion of derivation of a formula from a set of
formulae is in general a graded concept. Usually logics dealing with uncertainties
do not feel the necessity to address many-valuedness in the concept of derivation.
In this regard, an overlapping standpoint with ours can be found in [6] in the
concept of degree of soundness of a rule. A graded consequence relation [3] is
assumed to be a fuzzy relation |∼ satisfying the following conditions.

(GC1) if α ∈ X then gr(X |∼ α) = 1 (Reflexivity),
(GC2) if X ⊆ Y then gr(X |∼ α) ≤ gr(Y |∼ α) (Monotonicity),
(GC3) infβ∈Y gr(X |∼ β) ∗m gr(X ∪ Y |∼ α) ≤ gr(X |∼ α) (Cut)

Given a context i.e a collection {Ti}i∈I of fuzzy subsets over formulae and a
meta-level algebra (L,→m, ∗m), consisting of operators for meta-level implication
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and conjunction, a sentence ‘α is a consequence of X ’ gets a truth value, denoted
by gr(X |≈{Ti}i∈I

α) in L. In two-valued context, Shoesmith and Smiley [8], gener-
alized the definition of semantic consequence with respect to a set of {0, 1}-valued
valuations {Tj}j∈J . According to this definitionX |= α basicallymeans ‘for allT in
{Tj}j∈J , if for all x ∈ X , x ∈ T then α ∈ T ’. Generalizing this idea in graded con-
text the value of X |≈{Ti}i∈I

α is calculated by the expression – gr(X |≈{Ti}i∈I
α)

= infi {infx∈XTi(x) →m Ti(α)}
In [2], it had been proved that given a context {Ti}i∈I and a complete residu-

ated lattice (L, →m, ∗m) for meta level algebra, |≈{Ti}i∈I
is a graded consequence

relation. On the other hand, it also had been proved [2] that given any graded
consequence relation |∼ there exists {Ti}i∈I , a collection of fuzzy subsets over
formulas, such that the fuzzy relation |≈{Ti}i∈I

coincides with |∼. These two
results together constitutes the representation theorem.

Now let us come to the context of graded rule DT i.e. gr(X ∪ {α} |∼ β) ≤
gr(X |∼ α ⊃ β)

Theorem 1. A necessary and sufficient condition for graded DT (or ⊃-
introduction rule)
For any |∼ defined over a complete residuated lattice L, a necessary and suffi-
cient condition for gr(X ∪ {α} |∼ β) ≤ gr(X |∼ α ⊃ β) is that for any a, b ∈ L,
a →m b ≤ a →o b.

Theorem 2. A necessary condition for graded MP (or ⊃-Elimination)
For any |∼, defined over a complete residuated lattice L, the necessary condition
for gr(X |∼ α) ∗m gr(Y |∼ α ⊃ β) ≤ gr(X ∪ Y |∼ β) is that for any a, b ∈ L,
a →o b ≤ a →m b.

Theorem 3. A sufficient condition for graded MP (or ⊃-Elimination)
Let |∼, defined over a complete residuated lattice L, satisfy the conditions viz.,
(i) for any a, b ∈ L, a →o b ≤ a →m b and (ii) (a →m b) ∗m (a →m c) ≤ a →m

(b ∗m c). Then gr(X |∼ α) ∗m gr(Y |∼ α ⊃ β) ≤ gr(X ∪ Y |∼ β) holds.

From this study on the necessary and sufficient condition of the graded rule DT
and MP we can see that an interrelation between the two levels of implication
is needed for the viability of the rules. In two valued context (both classical and
intuitionistic) →o and →m are the same. Also for ∗m = ∧, (a →m b) ∗m (a →m

c) ≤ a →m (b ∗m c) holds. So, both DT and MP are valid in classical as well as
intuitionistic cases. As a non-trivial example, let us consider [0, 1] endowed with
Gödel adjoint pair as the meta-level algebra for |∼ and �Lukasiweciz implication
for computing ⊃. Then these structures for object and meta level satisfy a →m

b ≤ a →o b and hence DT holds in this case. On the other hand, with Gödel
algebra as meta structure and computing ⊃ by Gödel implication, one can find
a model for graded rule MP.

Let us now consider the rule ¬-Introduction viz., [α]
...
Λ
¬α.
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This presentation is due to Gentzen [5]. In a language where Λ, the falsum
constant is not present the above form is equivalent to [α]

...
β for all β
¬α

As in this present study we are considering sequents of the form X � α, the
respective translation will be X, α � β for all β

X � ¬α

Theorem 4. A necessary condition for graded ¬-Introduction
For any |∼, defined over a complete residuated lattice L, the necessary condition
for infβ gr(X ∪ {α} |∼ β) ≤ gr(X |∼ ¬α) is that a →m 0 ≤ ¬oa for any a ∈ L.

Theorem 5. A sufficient condition for graded ¬-Introduction
Let |∼, defined over a complete residuated lattice L, satisfy the conditions viz.,

(i) there is an element c( �= 1) ∈ L, such that x ≤ c or x > c for any x ∈ L,
(ii) for any a(�= 1) ∈ L, a →m c ≤ ¬oa and (iii) a > c implies ¬oa ≤ c.
Then infβ gr(X ∪ {α} |∼ β) ≤ gr(X |∼ ¬α) holds.

Proof. As for any |∼ there exists {Ti}i∈I such that |≈{Ti}i∈I
= |∼ we have

infβ gr(X ∪ {α} |∼ β) = infβ[infi{(infγ∈XTi(γ) ∧ Ti(α)) →m Ti(β)}]
≤ infi{(infγ∈XTi(γ) ∗m Ti(α)) →m infβTi(β)}
= infi{(infγ∈XTi(γ) ∗m Ti(α)) →m infβTi(β) : Ti(α) �= 1}

∧ infi{(infγ∈XTi(γ) ∗m Ti(α)) →m infβTi(β) : Ti(α) = 1}
= infi

{
(infγ∈XTi(γ) ∗m Ti(α)) →m [infβ{Ti(β) : Ti(β) ≤ c}] : Ti(α) �= 1

} ∧
∧ infi{infγ∈XTi(γ) →m infβTi(β) : Ti(α) = 1}
[Using {Ti(β) : β ∈ F} = {Ti(β) : Ti(β) ≤ c} ∪ {Ti(β) : Ti(β) > c} and (iii)]
≤ infi

{
(infγ∈XTi(γ) ∗m Ti(α)) →m c : Ti(α) �= 1

} ∧
infi{infγ∈XTi(γ) →m infβTi(β) : Ti(α) = 1}

= infi

{
infγ∈XTi(γ) →m (Ti(α) →m c) : Ti(α) �= 1

} ∧
infi{infγ∈XTi(γ) →m infβTi(β) : Ti(α) = 1}

≤ infi

{
infγ∈XTi(γ) →m ¬oTi(α) : Ti(α) �= 1

} ∧
infi{infγ∈XTi(γ) →m ¬oTi(α) : Ti(α) = 1} [By (ii)]

= gr(X |∼ ¬α) ��

¬-Elimination presented in [5] is of the form α,¬α
β.

In graded context ¬-Elimination is generalized as – ‘There is some k > 0, such
that infα,β gr({α,¬α} |∼ β) = k’. The necessary and sufficient conditions for
graded ¬-Elimination are as follows.

Theorem 6. A necessary condition for graded ¬-Elimination
For any arbitrarily chosen complete residuated lattice L if graded ¬-Elimination
holds for any |∼, then for any non-zero b∧¬ob of L, there exists some non-zero
z in L such that (b ∧ ¬ob) ∗ z = 0.
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Theorem 7. A sufficient condition for graded ¬-Elimination
Let (L, ∗,→m, 0, 1) be a complete residuated lattice determining a graded conse-
quence relation |∼ and ¬o be the operator for object language negation ¬ with
the conditions – (i) there is some c(�= 1), such that b ∧ ¬ob ≤ c for any b in L

and (ii) if c �= 0 then there exists z( �= 0) such that c ∗ z = 0.
Then graded ¬-Elimination holds.

In two-valued context a ∧ ¬a is always 0 and hence ¬-Elimination holds for k
= 1. Also, the conditions suffice to have ¬-Introduction are true in two-valued
context and hence we get ¬-Introduction in two-valued case. To have a non-
trivial example let us consider L = {0, 1/2, 1} with �Lukasiewicz adjoint pair at
meta level algebra. ¬ is defined by ¬oa = 0 for a = 1 and 1 otherwise. Then for
c = 1/2 one can verify the sufficient conditions for graded ¬-Introduction. The
same structure also suffices to have graded ¬-Elimination; but in this case value
of k will be 1. On the other hand, instead of the above definition of ¬o if we
consider ¬oa = 1 - a, then the value of k will be 1/2.

3 An Analysis of Proof Theoretic Rules of Inference:
Existing Approaches versus the Theory of Graded
Consequence

In the introduction, it has already been discussed that the existing approaches
of looking at the notion of inference are so designed that the distinction between
object level and meta level connectives gets mingled up. DT states α, β � γ
implies α � β ⊃ γ. But this turns out to be α&β � γ implies α � β ⊃ γ
due to the equivalent treatment given to ‘,’ and ‘&’. On the other hand, ⊃-left
[7] along with reflexivity and cut gives rise to α � β ⊃ γ implies α&β � γ.
The algebraic counterpart of α&β � γ if and only if α � β ⊃ γ is given by
a ∗o b ≤ c iff a ≤ b →o c i.e. residuation in object level operators ∗o and →o. In
this regard, the study of the background of DT from the perspective of graded
consequence reveals a different analysis. In graded context, the summary of the
semantic background of DT is – (i) the notion of consequence |∼ depends on a
meta-linguistic residuation pair (∗m →m) and (ii) the object level →o computing
⊃ satisfies a →m b ≤ a →o b.

This seems more close to the understanding of the rule viz., [α]
...
β

α ⊃ β
as the rule asserts an object level implication viz., ‘α ⊃ β’ provided ‘β is provable
from α’.

In Section 2, we have discussed the necessary and sufficient condition for
graded ¬-Introduction. The necessary condition for graded ¬-Introduction is
a →m o ≤ ¬oa. On the other hand, the sufficient condition demands a →m c ≤
¬oa for some c �= 1 which in two-valued scenario will reduce to a →m o ≤ ¬oa.
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In algebraic term α � Λ , the special case of ¬-Introduction can be translated as
� ¬α

a →m o ≤ ¬oa where algebraic interpretation of α, Λ,� and the bold line between
the upper and lower sequents are represented by a, 0, →m and ≤ respectively.
Then algebraic translation of α � Λ would be a →m 0 and � ¬α would be
1 →m ¬oa (see definition of |≈{Ti}i∈I

in page 3). This translation of ¬-
Introduction becomes transparent due to the study of graded consequence.

4 Conclusion

Logic generally consists of three distinct levels viz, object, meta and meta-meta
level. Each of these levels has a set of vocabulary which need not be the same.
So, one can think of to have different algebraic structures for different levels of
language, in general. Existing approaches have not paid much attention to this.
As a result, the prevalent understanding for proof theoretic rules lacks a certain
degree of clarity in maintaining the distinction of levels. In this paper we tried to
provide an alternative analysis taking care of the distinction between levels. In
this connection, exploring an alternative semantic background for classical and
intuitionistic logic from the perspective of graded proof theoretic rules can be a
new direction of study.
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Abstract. Zernike moments are found to have potentials in pattern
recognition, image analysis, image processing and in computer vision,
apart from its traditional field of optics. Their invariance and orthog-
onality are attractive in many applications. However, the study of its
computational structure can lead to some efficient and fast algorithms.
In this paper, we have examined the use of a discrete circular map to
compute Zernike moments in polar coordinates. It should be noted that
such a discrete circular map, to represent a garylevel image in polar co-
ordinates, does not require any special kind of sampling. Hence, zernike
moments in polar coordinates can be computed easily. Comparison shows
the proposed method is also efficient in computation.

1 Introduction

Moments based on the theory of orthogonal polynomials can be used in a number
of applications, namely in image analysis, image processing and pattern recog-
nition. Teague [1] suggested to recover image from orthogonal moments using
Zernike moments. An example of other orthogonal moments is based on Legen-
dre polynomial. Teh et al. [2] made a study on the evaluation of various types
of moments and their properties. Some other authors [3,4] examined Zernike
moments and implemented that in the area of image analysis. Unfortunately,
adequate attention has not been paid for the efficient computation of Zernike
moments, though attempts are already made to speed up the calculation through
geometric moments [6]-[11]. Mukundan and Ramakrishnan in [8] used a recur-
sive algorithm to compute Zernike and Legendre moments. Their method takes a
large number of computing operations [12]. J. Gu et al. [12] has used an iterative
algorithm for the fast computation of Zernike moments. He used one dimensional
FFT when the radius is a power of two and took help of Chan et al.’s algorithm
[10] to compute a recursion. Yongqing Xin et al. [13] has revealed an interesting
as well as very important fact about Zernike moments. They have shown that
the polar Zernike moments outperform the Cartesian Zernike moments in terms
of rotational invariance property. Wee et al. [14] has computed Zernike moments
in polar coordinates through a traditional circle mapping technique.
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In this paper, we have proposed an algorithm to compute Zernike moments in
a completely different way. To compute Zernike moments, we consider discrete
circular mapping [5] to map a gray-level image onto a discrete circular disc. The
mapping is different from that of Wee et al. [14]. The symmetry property of
the discrete circle drastically reduces the computation for moments. Rotational
invariance is also found to be in line with that in [13].

2 Zernike Polynomials and Zernike Moments

Zernike provided a set of complex polynomials, known as Zernike polynomials,
that form a complete orthogonal set on the unit disc, i.e., over the interior of
the unit circle x2 + y2 = 1 and are described by

Vnm = Vnm(ρ, θ) = Rnm(ρ)eimθ, (1)

where n is a non-negative integer and m is an integer, subject to the condition
n − |m| is even and 0 ≤ |m| ≤ n, and ρ is a vector from the origin of the
disc to a point on it. θ is the angle that the vector ρ makes with the positive
direction of x-axis in the counter clockwise direction. Rnm(ρ) are the Zernike
radial polynomials in (ρ, θ) polar co-ordinates and are defined by

Rnm(ρ) =
(n−|m|)/2∑

s=0

(−1)s (n − s)!

s!(n+|m|
2

− s)!(n−|m|
2

− s)!
ρn−2s. (2)

It is easy to note that Rnm(ρ) = Rn,−m(ρ). Polynomials in equation(2) are
orthogonal and therefore, we must have according to orthogonality condition

∫ ∫

x2+y2≤1

V ∗
nm(x, y)Vpq(x, y)dxdy =

π

n + 1
δnpδmq, (3)

where δnp = 1 when n = p and zero otherwise. δnp is the Kronecker delta.
Similarly. δmq is also the Kronecker delta.

With the Zernike polynomials described above, we are now in a position to de-
fine Zernike moments corresponding to some continuous function f(x, y). Zernike
moment for order n and repetition m is given by

Anm =
n + 1

π

∫ ∫

x2+y2≤1

f(x, y)V ∗
nm(ρ, θ)dxdy. (4)

Obviously, Zernike moment outside the unit disc is zero. If f(x, y) is a digital
image, we replace the integral by summation to get Zernike moments for the
image. Then Anm in this case reduces to

Anm = n+1
π

∑

x

∑

y

f(x, y)V ∗
nm(ρ, θ),

= n+1
π

1∑

ρ=0

2π∑

θ=0

f(ρ, θ)Rnm(ρ)e−imθ

= n+1
π

1∑

ρ=0

Rnm(ρ)
2π∑

θ=0

f(ρ, θ)e−imθ

(5)
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where, 1
2 < x2 +y2 < 3

2 . Note that we have taken a unit circle or a unit disc is as
1
2 < x2 + y2 < 3

2 in the discrete plane [5] and not normally defined x2 + y2 ≤ 1
in the continuous plane. f(ρ, θ) is the image pixel value on a unit discrete circle
of radius vector ρ. When the image is mapped on a unit discrete disc, we get the
image pixels mapped on different discrete circles that define the disc. We can
take ρ = r

rmax
where r = 0, 1, 2, 3 · · ·rmax. Thus, ρ = 0 when r = 0 and ρ = 1

when r = rmax, rmax depends on the size of the image under test. For a P × P
image, rmax =

√
2 × P

2 . As r rotates from zero to 2π, there is as such no way
to find uniquely the correspondence between f(ρ, θ), i.e., f(r, θ) and the image
pixel. This problem also has not been addressed before. To solve this problem
we have taken help of a mathematical definition of discrete circles, rings and
discrete discs [5]. Below, we review, in brief, the definitions and their properties;
error behavior and their generation algorithm, as they play a very significant
role in the computation of Zernike moments. Thus, finally we get,

Anm =
n + 1

π

r=rmax∑

r=0

Rnm(ρ)
2π∑

θ=0

f(ρ, θ)e−imθ, (6)

where

Rnm(ρ) =

n−|m|
2∑

s=0

(−1)s (n − s)!

s!(n+|m|
2

− s)!(n−|m|
2

− s)!
(ρ)n−2s, (7)

where ρ = r
rmax

and r = 0, 1, 2, · · · rmax. Since to compute the Zernike mo-
ments we need to map the graylevel image onto a discrete disc, we examine the
definitions and properties of discrete circle, ring and disc in the following.

3 Discrete Circle, Ring, Disc and Their Properties

Discrete circle (dc):
A dc is a discrete space approximation to the circle defined in Euclidean geom-
etry. In the present scheme of generation, a dc is defined as follows

Definition 1. A dc with radius r and center (α, β) is a set Sr of 8-connected
pels so that each pel (x, y) satisfies the inequality

r − 1
2

< |
√

(x − α)2 + (y − β)2| < r +
1
2

(8)

Proposition 1. For concentric Sr and St

Sr ∩ St = φ , r �= t (9)

Proposition 2. There cannot exist any gap or hole between any two concentric
dcs of radii r and r+1.
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Rings and Discs
Definition 2. A discrete ring (dr) with integer radius r1 and r2, r2 > r1 and
integer center (α, β) is given by

R(r1, r2, α, β) =
r2⋃

r=r1

Sr (10)

if r1 = 0 a discrete disc (dd) is generated. Here S0 is assumed to be the center
pel itself.

For the complete generation of a discrete circle, ring and disc, one can see the
article [5].

4 Proposed Algorithm for Computation of Zernike
Moments

For a particular order n we propose to compute the radial polynomial Rnm(ρ)
(equation(2)) not term by term but in a batch. We propose two recursive rela-
tions which can be obtained in a straightforward way from the following consid-
erations. We have,

T n,m
s =

(n − s)!
s!(n+m

2 − s)!(n−m
2 − s)!

and

T n,m+2
s =

(n − s)!
s!(n+m+2

2
− s)!(n−m−2

2
− s)!

,

where T n,m
s is the term within the summation in the radial polynomial, apart

from two multiplicative factors, corresponding to the summation index s, running
from s = 0 to s = n−|m|

2
. We shall show later on how to handle these two

multiplicative factors. After algebraic manipulation, one can get

T n,m
s =

n+m
2

+ 1 − s
n−m

2 − s
T n,m+2

s . (11)

Similarly, it is easy to deduce

T n,m
s =

(n+m
2

− s + 2)(n+m
2

− s + 1)
s(n − s + 1)

T n,m+2
s−1 , (12)

Now, for a particular value of s, say s = 0, we use equation(11) to compute all
the T0 terms for different values of n and m. Note that we always have, T i,i

0 = 1.
We use equation(12) when we change the index in the term, say from T0 to T1.
It is important to note in this context that the denominator of equation (11)
is infinite when s = n−m

2
but we never encounter this situation because under

such a condition, the term is computed either using the equation (12) or in terms
of the previously computed value. Thus, when all the T0 terms are known, we
compute the first term in T1 in the next step, starting with the maximum value
of m, i.e., m = n − 2, the same value of m we started with to compute the first
T0 term using equation (11).
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4.1 Computational Analysis

For a P × P image,total number of multiplications can be shown to be

Nmult ≈ P/2(n2/4 + n + 1) + 64P 2 + NT + Sn + 14/8P 2 (13)

and the total number of additions as,

Nadd ≈ rmax + 53P 2 + 5[Sn/2 + 2(Sn/2−1+
Sn/2−3 + · · · + S1)] + 6Sn + 7/8P 2.

(14)

where,
NT = 8Sn/2 + 8(Sn/2−1 + Sn/2−3 + · · · + S1), (15)

4.2 Comparison

Below we present a comparison computational analysis of three other different
methods, on an image of size P ×P and maximum order of Zernike moments M .
Comparison shows that in the proposed method, number of multiplications dras-
tically reduces and is minimum of all the cases. For additions, the number also
reduces very significantly, except for the method described in [9] by Belkasim et
al. Our method takes a slightly more number of additions than that of Belkasim
et al. (approximately 1.38 times more) but it takes approximately 11.25 times
less number of multiplications than their method. This shows the effectiveness of
the proposed method. It is obvious the Zernike moments are scale invariant. As
computations depend on the size (P) of the image it takes care the computation
of scales.

Table 1. Comparison of multiplications and additions of different methods

References Number of additions Number of multiplications

[8] ≈ P 2M2/2 + 1
8
PM3 ≈ 2M2 + P 2M2 + 1

4
PM3

P=64, M=40 4,054,477 8,122,321

[9] ≈ M(P + 2)(P − 1) ≈ M2P2

2
+ 2PM

P=64, M=40 166,320 3,281,920

[12] ≈ 3
8
M2P + 2P 2M+ ≈ 1

2
M2P + 2P 2M

P=64, M=40 1
12

M3P + 1
4
M2P 2

2,562,198 397,358

Our method Equation (14) Equations (13), (15)
P=64, M=40 230,289 291,164
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5 Conclusion

Recently Zernike moments are gaining popularity in applications of pattern
recognition, image analysis and image processing but direct computation of
factorials in them is time consuming and discouraging. A faster algorithm is
therefore necessary and its need is already felt to various research communities.
We have presented an efficient algorithm that computes the Zernike moments
in a nice way. The comparison shows our algorithm is faster than the existing
algorithms. Also the mapping of pixels through discrete circles, maintains the
rotational invariance. The mapping is unique and leaves no holes or gaps on a
disc.
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Abstract. The aim of this paper is to propose and apply state-of-the-art
multiobjective scatter search for solving image segmentation problem.
The algorithm incorporates the concepts of Pareto dominance, exter-
nal archiving, diversification and intensification of solutions. The multi-
objective optimization method is Archive-based Hybrid Scatter Search
(AbYSS) for image segmentation. It utilized fuzzy clustering method
with optimization of two fitness functions, viz., the global fuzzy compact-
ness of the clusters and the fuzzy separation. We have tested the methods
on two types of grey scale images, namely SAR (synthetic aperture radar)
image and CT scan (Computer Tomography) image. We then compared
it with fuzzy c-means (FCM) and a popular evolutionary multiobjective
evolutionary clustering named NSGA-II. The performance result for the
proposed method is compatible with the existing methods.

Keywords: Multiobjective clustering, soft computing.

1 Introduction

Image segmentation process is defined as the extraction of the important objects
from an input image [1]. It partitions the pixels in the image into homogeneous
regions, each of which corresponds to some particular information. There are
many approaches available for image segmentation including threshold methods
[2], morphologic methods [3] and clustering algorithms. However, the segmenta-
tion results from these methods are still not satisfactory.

Majority of existing clustering algorithms are based on only one internal evalu-
ation function, which is a single-objective function that measures intrinsic prop-
erties of a partitioning such as spatial separation between the clusters or the
compactness of the clusters. However, it is sometimes difficult to reflect the
quality of partitioning reliably with only one internal evaluation function which
may be violated for certain datasets [7]. In this paper, we use multiobjective
optimization (MOP) to overcome the defects of the single-objective clustering
algorithms, such as FCM. Given that the objective functions (no less than two)
for clustering are complementary, the simultaneous optimization of several of
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those objectives may lead to high quality solutions and improve the robustness
towards different data properties. MOCK proposed in [9] may be the first ap-
plication of MOP in data clustering. However, only few applications have been
reported in image segmentation [10]. Among those applications, NSGA-II [8]
was found to be the most popular method being used so far. It is difficult to
apply current MOP clustering technology to image segmentation, owing to an
extremely large amount of data need to be handled and thus the handling of
population in an evolutionary algorithm (EA) is tedious.

Scatter search [4] is an EA in the sense that it incorporates the concept of
population. As compared to other EA, it usually avoids using many random
components, and it is based on using a small population, known as the reference
set, whose individuals are combined to construct new solutions which are gen-
erated systematically. The reference set is initialized from an initial population
composed of diverse solutions, and it is updated with the solutions resulting
from the local search improvement. Scatter search has been found to be success-
ful in a wide variety of optimization problems [6], and until recently it had been
extended to deal with MOPs. Scatter search can act as a powerful local search
engine for tasks such as generating missing parts of a Pareto front because of
its flexibility and ease of use [11]. Therefore, this paper first proposes and ap-
plies the state-of-the-art multiobjective scatter search for image segmentation
using Archive-based Hybrid Scatter Search (AbYSS). The framework incorpo-
rates the concepts of Pareto dominance, external archiving, diversification and
intensification of solution.

In the rest of this paper, we first present our proposal, followed by the exper-
imental conducted to compare the proposed method with other standard image
segmentation methods. Finally, we conclude the paper in the last section.

2 Multiobjective Clustering with AbYSS

The image segmentation problem is posed as clustering the pixels of the images
in the intensity space. Here, a fuzzy clustering algorithm produces a membership
matrix U(X) = [μkj ], k = 1, ..., K and j = 1, ..., n, where μkj denotes the mem-
bership degree of pattern xj to cluster Ck. Here the individual are made up of
real numbers which represent the coordinates of the cluster centers. If individual
encodes the centers of Ki clusters in p dimensional space then its length li will be
p×Ki. In the initial population, each string i encodes the centers of a some Ki

number of clusters, such that Ki = (rand()%K∗)+2, where rand() is a function
returning a random integer, and K∗ is a soft estimate of the upper bound of
the number of clusters [6]. Therefore, the number of clusters will vary from 2 to
K∗ + 1. The Ki centers encoded in an individual of the initial population are
randomly selected distinct points from the input data set.

Two fitness functions, viz., the global fuzzy compactness J of the clusters
and the fuzzy separation S are optimized simultaneously[5]. For computing the
objective functions, first the centers, V = {v1, v2, ...vk} encoded in a given indi-
vidual are extracted. The fuzzy membership values μkj , i = 1, ..., K,k = 1, 2, ..., n
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are computed using μik =
∑K

j=1
D(vi,xk)
D(vj ,xk)

−2/(m−1)
, 1 ≤ i ≤ K; 1 ≤ k ≤ n, where

D(vi, xk) denotes the distance between ith cluster center and kth data point
and m ∈ [1,∞] is the fuzzy exponent. Each cluster center vj = 1, 2, ..., K, is
updated using vi =

∑ n
k=1 μm

ikxk∑ n
k=1 μm

ik
. The membership values are then recomputed.

The variation σi and fuzzy cardinality ni of the ith cluster,i = 1, 2, ..., K are
calculated as σi =

∑n
k=1 μm

ikD(vi, xk), 1 ≤ i ≤ K and ni =
∑n

k=1 μik, 1 ≤ i ≤ K.
The global compactness of the solution represented by the chromosome is then
computed as J =

∑K
i=1

σi

ni
=

∑K
i=1

∑n
k=1 μm

ikD(zi,xk)∑
n
k=1 μik

.
The other fitness function fuzzy separation S is computed as follows: the

center vi of the ith cluster, is assumed to be the center of a fuzzy set . Hence
the membership degree of each vj to vi, j �= i, is computed as

μij =
∑K

l=1,l�=j
D(vi,vj)
D(vj ,vl)

−2/(m−1)
, i �= j.

Subsequently, the fuzzy separation is defined as S=
∑K

i=1

∑K
i=1,j �=i μm

ij D(vi, vj).
In order to obtain compact clusters, the measure J should be minimized. On the
contrary, to get well separated clusters, the fuzzy separation S should be maxi-
mized. As in this article the multiobjective problem is posed as minimization of
both the objectives, hence the objective is to minimize J and 1

S
simultaneously.

AbYSS is based on the scatter search template adopted from [4]. The tem-
plate defines six methods, as depicted in Figure 1, are described below:

1) Diversification Generation Procedure: The procedure is the same as that pro-
posed in [4]. The goal is to generate an initial set P of diverse solutions. This
is a simple method based on dividing the range of each variable into a number
of subranges of equal size; then, the value for each variable of every solution is
generated.
2) Improvement procedure: This procedure is to use a local search algorithm
(a simplex method) to improve new solutions obtained from the diversification
generation and solution combination methods. The improvement method takes
an individual as a parameter, which is repeatedly mutated with the aim of ob-
taining a better individual. The term ”better” is defined here in a similar way
to the constrained-dominance approach used in NSGA-II [8].
3) Reference Set Update procedure: The reference set is a collection of both
high-quality and diverse solutions that are used to generate new individuals.
The set itself is composed of two subsets, RefSet1 and RefSet2, of size p and
q, respectively. The first subset contains the best quality solutions in P , while
the second subset should be filled with solutions promoting diversity.
4) Subset Generation procedure: This procedure generates subsets of individu-
als, which will be used to create new solutions with the solution combination
method. The strategy used considers all pairwise combinations of solutions in
the reference set [7]. Furthermore, this method should avoid producing repeated
subsets of individuals, i.e., subsets previously generated.
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Fig. 1. Template for the six methods in the proposed framework

5) Solution Combination procedure: This procedure is to find linear combinations
of reference solutions. The use of a simulated binary crossover operator (SBX)
makes AbYSS more robust [6].
6) Adaptive Memory Procedure: The aim of External Archive is to store a record
of the non-dominated individuals found during the search in order to keep those
individuals producing a well distributed Pareto front. This archive is empty at
the beginning of the method. We will continuously update it whenever a new
individual or solution is not dominated by the RefSet1. Besides, we use the
following rules to reduce the computational requirements: (a) New solution y
obtained from x should be used to update External Archive only if it is not
dominated by x. (b) New potentially Pareto-optimal solutions could be added to
External Archive only if they differ enough from all solutions already contained
in this set. We propose to use a threshold defining the minimum Euclidean
distance in the space of normalized objectives between solutions in External
Archive. A new potentially Pareto optimal solution is neglected if it is closer to
at least one solution in External Archive than the threshold. We have observed
experimentally that the solutions added to External Archive in early iterations
have a good chance to be removed from this set in further iterations. In other
words the time spent on updating External Archive in early iterations is likely
to be lost. Thus, it is possible to neglect updating External Archive in a number
of starting iterations.

Initially, the diversification generation method is invoked to generate initial
solutions, and each one is passed to the improvement method and the result is the
initial set P . Then, a fix number of iterations are performed. At each iteration,
the reference set is built, the subset generation method is invoked, and the
main loop of the scatter search algorithm is executed until the subset generation
method stops producing new subsets of solutions. Then, there is a restart phase,
which consists of three steps. First, the individuals RefSet1 in are inserted into
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P ; second, the best individuals n from the external archive, according to the
crowding distance, are also moved to P ; and, third, the diversification generation
and improvement methods are used to produce new solutions for filling up the
set P . The idea of moving n individuals from the archive to the initial set is to
promote the intensification capabilities of the search towards the Pareto front
already found. The intensification degree can vary depending on the number of
chosen individuals. The best single solution is then selected based on the method
introduced by MetaClustering algorithm (MCLA)[5].

3 Experimental Study

We have compared our algorithm with standard FCM and a popular evolutionary
multobjective clustering, NSGA-II. For NSGA-II, we executed 100 generations
with fixed population size 50. The crossover and mutation probabilities are fixed
as 0.8 and 0.01, respectively. FCM is executed for a maximum of 100 iterations,
with m, the fuzzy exponent, equal to 2.0. First, the experiment was done for a 3-
class SAR images obtained from http://www.sandia.gov/radar/imageryku.html.
The image is a Ku-band SAR image with one meter spatial resolution in the area
of Rio Grande River near Albuquerque, New Mexico, USA. This image consists
of three types of land cover, namely, the river, the vegetation and the crop.
Then, the experiment was extended to real CT scan image for Lung obtained
from Penang Hospital, Malaysia. The results of the algorithms are compared

with two cluster validity functions: partition coefficient, Vpc(U) =
∑ n

j=1
∑ c

i=1 μ2
ij

n
and partition entropy value, Vpe(U ) = 1

n

∑n
j=1

∑c
i=1 μij log μij [7]. The cluster-

ing result is better with a higher Vpc(U) value and a lower Vpe(U) value. Table 1
shows the performance comparison of FCM, NSGA-II and the proposed method
in terms of cluster validity functions with both index. The values of Vpc(U) are
higher in the proposed method than the FCM and NSGA-II methods. Mean-
while, the values of Vpe(U) are lower in the proposed method than the FCM
and NSGA-II methods. This result indicates that the proposed method is out-
performed than other two methods. Fig. 2 shows the example of images and
their segmented results. For SAR image, FCM and the proposed method are
better than NSGA-II in terms of the regional consistency of the water and the
buildings region. However, all the three algorithms cannot achieve the visually
correct segmentation in the right top region, i.e. FCM, and the proposed method
misclassifies a big area of land region as the water. Comparatively, the proposed
method performs best in this area where the misclassification is not so serious
as FCM and NSGA-II.

Table 1. Result of partition coefficient and partition entropy for the two types of
images with different methods

Methods Index FCM NSGA-II Proposed Index FCM NSGA-II Proposed

SAR IMAGE Vpe 0.14230 0.14025 0.11227 Vpc 0.91031 0.91106 0.92180

CT Scan IMAGE Vpe 0.06910 0.05150 0.0403 Vpc 0.93113 0.94170 0.95943
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Fig. 2. Two 3-Class SAR images and their segmentation results

4 Conclusion

Most real-world image segmentation problems involve simultaneously optimizing
multiple criteria where considerations of trade-offs is important. This paper has
presented the concepts of Pareto dominance, external archiving, diversification
and intensification of solutions. The performance of the proposed method was
encouraging and future work will focus on enhancing the performance speed
of the algorithm. More in-depth research will be conducted in analysing the
variables used in the algorithm. Besides, we are also interested to include a few
more criteria into our existing bi-criteria optimization.
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Abstract. Problem of change detection of remotely sensed images using
insufficient labeled patterns is the main topic of present work. Here, semi-
supervised learning is integrated with an unsupervised context-sensitive
change detection technique based on modified self-organizing feature map
(MSOFM) network. In this method, training of the MSOFM is performed
iteratively using unlabeled patterns along with a few labeled patterns.
A method has been suggested to select unlabeled patterns for training.
To check the effectiveness of the proposed methodology, experiments are
carried out on two multitemporal remotely sensed images. Results are
found to be encouraging.

Keywords: Semi-supervised learning, change detection, fuzzy set, self-
organizing feature map.

1 Introduction

Change detection, a process of finding out changes in a land cover over time by
analyzing remotely sensed images of a geographical area captured at different
times [9], can be viewed as an image segmentation problem, where two groups
of pixels (changed and unchanged) are formed. Between the two traditional ap-
proaches (supervised and unsupervised), the applicability of supervised method
[1] is less for insufficient ground truth information. Whereas, ground truth is
not necessary for unsupervised methods [1,5]. Due to the depletion of labeled
patterns, unsupervised techniques seem to be compulsory here. The three con-
secutive steps used for unsupervised technique are image preprocessing, image
comparison and image analysis [9]. In preprocessing step, images are made com-
patible by operations like radiometric and geometric corrections, co-registration
etc. Then, image comparison is done pixel by pixel to generate a difference im-
age (DI). A situation may occur where the categorical information of a few
labeled patterns can be collected easily by experts. If the number of these la-
beled patterns is less, then this information may not be sufficient for developing
supervised methods. In such a scenario, knowledge of labeled patterns, though
very poor, will be unutilized if unsupervised approach is taken. Under this cir-
cumstance, semi-supervised approach [2] could be opted instead of unsupervised
or supervised one.
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In the present work, a neural network based semi-supervised change detection
method is proposed. Here, the idea of semi-supervised learning [2] is incorpo-
rated into the existing unsupervised change detection technique based on the
MSOFM network [6]. This work is inspired from a work on change detection
using semi-supervised multilayer perceptron (MLP) [8]. The MSOFM network
[4,6] has two layers: input and output. For each feature of the input pattern,
there is a neuron in the input layer. The output layer is two dimensional and
there is a representative neuron for each pixel position of DI. In the present
work, change vector analysis (CVA) technique [1,9] is used for generating DI.
The input pattern for a particular pixel position is generated using gray value of
the said pixel as well as those of its neighborhood pixels for considering (spatial)
contextual information from neighbors. In the present work 2nd order neighbor-
hood is used. A mapping algorithm [4,6] is used to normalize the feature values
of the input pattern in [0, 1]. Each neuron in the output layer is connected to
all the neurons in the input layer. The connection weights of the representative
neuron of the labeled pixel position are initialized with the normalized feature
values of the corresponding labeled pattern; whereas the weight vector for others
is initialized randomly between [0, 1]. Iterative learning of the MSOFM network
is performed by the labeled patterns along with the selected unlabeled patterns
until a given convergence criterion is satisfied.

2 Kohonen’s Self-Organizing Feature Map

In the proposed algorithm, we have used the same MSOFM network as used
in [4,6]. The MSOFM network is motivated from the Kohonen’s self-organizing
feature maps (SOFM) [7] and has similar network structure as that of the SOFM.
SOFM is learned iteratively and generates topological map of input patterns
gradually. The input pattern is represented by −→

X and −→
Wj denotes the synaptic

weight vector of jth output neuron (where j = 1, 2, ..., z and z be the number of
neurons in the output layer). The winner neuron j in the output layer is selected
as the best-matched neuron for the given input pattern where the similarity
measure (−→Wj · −→X ) is maximum. Let, h(itr) be the topological neighborhood
function at iteration itr that shrinks after each iteration. The weight updating
of winning neuron is done as,

−→
W (itr + 1) = −→

W (itr) + h(itr)η(itr)(−→X −−→
W (itr)), (1)

where, η(itr) denotes the learning rate in iteration itr and decreases with increase
of itr.

3 The Proposed Algorithm

In the present technique, labeled patterns from both the classes are picked
up randomly from the ground truth. Let, the y-dimensional input pattern of
(m, n)th pixel position of DI is denoted by −−→

Xmn = [xmn,1, xmn,2, ..., xmn,y]. The
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y-dimensional weight vector between (m, n)th neuron in the output layer and all
the neurons of the input layer is represented by −−−→

Wmn = [wmn,1, wmn,2, ..., wmn,y].
During training, input patterns −−→Xmn are passed to the network one by one. Each
time, the dot product d(m, n) between −−→

Xmn and −−−→
Wmn is calculated as,

d(m, n) = −−→
Xmn · −−−→Wmn =

y∑

k=1

xmn,k · wmn,k. (2)

At the beginning of the training phase, the connection weights of the MSOFM
network are updated in the following manner using the labeled patterns only.
If the class label of the (m, n)th pixel position is known, then the weight vector−−→
Wij for all neighboring neurons (defined by hmn(.)) of (m, n)th output neuron
is updated using equation (1), iff (i, j)th input pattern is unlabeled. For the
labeled patterns, the weight vector is not updated during the entire learning pro-
cess. Learning using labeled patterns is continued iteratively until convergence.
To check convergence, O(itr) is calculated at each iteration using,

O(itr) =
∑

d(m,n)≥t

d(m, n), (3)

where, t is a predefined threshold value [6]. The weight updating is preformed
until (O(itr)−O(itr−1)) < δ, where δ is a small positive quantity. The value of
t varies within [0, 1]. The components of the weight vector −−−→Wmn are normalized
in a way so that the dot product d(m, n) lies between [0, 1]. After each epoch, the
learning rate η(itr) and the size of the topological neighborhood h(itr) decrease.

After each training step, the soft class labels of unlabeled patterns are calcu-
lated by presenting them to the network. Let us consider that there exists two
fuzzy sets: one for the changed class and the other for unchanged one. For each
(i, j)th unlabeled pattern, d(i, j) is computed by equation (2); if, d(i, j) ≥ t, then
(i, j)th pattern is more likely to belong to changed class than unchanged one; else
in unchanged class. Let, μ(i, j) = [μ1(i, j), μ2(i, j)] be the membership value of
(i, j)th unlabeled pattern, where μ1(i, j) and μ2(i, j) are the membership values
in unchanged class and changed class, respectively. The values can be calculated
as,

[μ1(i, j), μ2(i, j)] =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

[min(d(i, j), 1 − d(i, j)),
max(d(i, j), 1 − d(i, j))] if d(i, j) ≥ t

[max(d(i, j), 1 − d(i, j)),
min(d(i, j), 1 − d(i, j))] Otherwise.

(4)

After that, the target value of the unlabeled pattern is updated by K-nearest
neighbor technique as it was used in [8]. To search for K-nearest neighbors,
instead of considering all the patterns, we consider only those which lie within a
window around that unlabeled pattern. Let, M be the set of K-nearest neighbors
of (i, j)th unlabeled pattern. Now, target value t(i, j) = [t1(i, j), t2(i, j)] of (i, j)th

unlabeled pattern is estimated as,
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t(i, j) =

⎡

⎢⎢⎣

∑
−→
Xsl∈M

μ1(s, l)

K
,

∑
−→
Xsl∈M

μ2(s, l)

K

⎤

⎥⎥⎦ . (5)

Then, the unlabeled patterns which are more likely to belong to the changed
class, are selected for training the MSOFM network again. The process of train-
ing the MSOFM using labeled patterns and the selected unlabeled patterns con-
tinued until convergence. The training of network and re-estimation of soft class
labels of unlabeled patterns using equations (4) and (5) are continued iteratively
(for DI of size p × q) by computing the sum of square error, ξ(N), after each
N th training step as,

ξ(N) =
p∑

i=1

q∑

j=1

2∑

k=1

(μk(i, j) − tk(i, j))2. (6)

4 Results and Analysis

To evaluate the effectiveness of the proposed method, experiments are carried out
on two multitemporal remotely sensed images corresponding to the geographical
areas of Mexico and Sardinia island. Similar findings are obtained for both the
data sets. For illustration, results of Mexico data sets are presented here. The
performance of the proposed technique is compared with those of the existing
unsupervised technique using MSOFM [6] and a supervised method using MLP.
The performance indices are the number of missed alarms (changed class pixels
identified as unchanged ones-MA), the number of false alarms (unchanged class
pixels classified as changed ones-FA), the number of overall errors (OE) and
Kappa measure (KM) [3]. The average (Avg.) and standard deviation (written
in brackets in the table) values (over 10 simulations) of overall errors and Kappa
measure are considered for comparison. The best results (denoted by ‘Min’ in
table) and the worst results (denoted by ‘Max’ in table) for MA, FA and OE,
considering all the simulations, are also given in the table.

The data set of Mexico is made of two multispectral images over an area of
Mexico [6,8] taken on April 18, 2000 and May 20, 2002 (Fig. 1). The correspond-
ing difference image and the reference map are shown in Figure 1. The change
detection maps corresponding to minimum overall error (over 10 simulations)
obtained using optimal threshold with the unsupervised technique and the pro-
posed semi-supervised technique (using 0.1% patterns from the changed class
and 0.1% from the unchanged class) are depicted in Figure 2.

Table 1 presents the comparative results obtained using the unsupervised
method, the supervised method and the proposed semi-supervised method. From
the table, it is noticed that the proposed method (considering all the cases of
percentage of training patterns) outperforms the corresponding unsupervised
version. It is also found that the standard deviations obtained for both overall
error and Kappa measure using MLP based supervised technique are very high
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(a) (b) (c) (d)

Fig. 1. Images of Mexico area. (a) Band 4 image acquired in April 2000, (b) band 4
image acquired in May 2002, (c) corresponding difference image, and (d) a reference
map of the changed area.

(a) (b)

Fig. 2. Change detection maps obtained for Mexico data set: (a) using the unsuper-
vised method based on optimal threshold, and (b) using the proposed semi-supervised
technique based on optimal threshold (with 0.1% training pattern)

Table 1. Results and comparison

Techniques
used

Threshold
Training
patterns

used
Max/
Min

MA FA OE Avg.OE Avg.KM

Unsupervised 0.216 Min 1366 1618 2984 2991.70 0.935532
(based
on MSOFM)

(optimal) - Max 1366 1634 3000 (4.360046) (0.000089)

Supervised 0.1% Min 1345 1429 2774 3086.40 0.927558
(based - Max 2268 1139 3407 (186.277857) (0.004676)
on MLP) 0.5% Min 1269 1406 2675 2834.3 0.915087

Max 875 2192 3067 (95.736148) (0.001731)

Proposed 0.216 0.1% Min 1512 1218 2730 2741.40 0.940312
semi-supervised (optimal) Max 1516 1239 2755 (6.666333) (0.000141)
(based 0.5% Min 1470 1235 2705 2723.70 0.940475
on MSOFM) Max 1502 1232 2734 (8.331266) (0.000193)

as compared to the corresponding unsupervised and semi-supervised approaches.
This may be due to the unavailability of sufficient number of training samples
which reflect the real life scenario. By comparing the results of the supervised
and the proposed semi-supervised methods, it is seen that the maximum overall
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error (denoted by ‘Max’) obtained by the semi-supervised approach is less than
that of the corresponding supervised method. In short, the results show that the
proposed semi-supervised version has an edge over the unsupervised as well as
the supervised techniques when a few labeled patterns are available.

5 Conclusion

In this paper, an attempt has been made to improve the performance of change
detection of remotely sensed images under the scarcity of sufficient number of
labeled patterns by exploring the self-organizing capacity of Kohonen’s network
integrated with semi-supervision. From the results, it has been found that the
proposed algorithm is better suited for change detection where a small amount
of labeled patterns is available.
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Abstract. The challenge of displaying an image in a much smaller tar-
get area is to maintain recognizability of its contents. A novel rectangular
partitioning based retargeting scheme is proposed in this paper to ad-
dress this issue. Constrained growth of rectangular partitions containing
important objects is major characteristic of this scheme. Subjective eval-
uation by a group of volunteers establishes usefulness of this scheme.

Keywords: Image retargeting.

1 Introduction

Resizing an image, even of moderate size, to display it on a small gadget (such
as, cell-phones) reduces recognizability of its contents. Content-aware process-
ing addresses this issue by differentiating image contents on the basis of their
importance. Image cropping [1,2,3] and fisheye-view warping [4] are effective for
images with single important object. But they are not that much effective when
important contents are sparsely distributed within the image. Unimportant con-
tents still occupy a major portion of the display in such case. Rapid Serial Visual
Presentation (RSVP) [5] displays important portions of the image one-by-one.

On the other hand, seam carving (originally proposed by [6]) and optimized
scale-and-stretch warping [7] are effective irrespective of spatial distribution of
important contents within the image. Seam carving fits an image to the target
space by iteratively removing seams that pass through less important contents
of the image. Removing excessive number of seams to fit the image in small
target space often induces distortion. Later on, controlled seam carving [8,9]
strategies have been proposed to check such distortion. Optimized scale-and-
stretch warping [7] iteratively computes local scaling factors for each local region.

This paper introduces another novel scheme that also can operate irrespective
of spatial distribution of important contents. Relative enlargement of important
contents is estimated here by considering their size and spatial positioning only.
A simplistic rectangular partitioning of image space based on the importance of
each individual content and similar partitioning of the target space add novelty
to the proposed scheme. Unlike some previous literature on image retargeting,
this paper does not focus on deriving importance of individual image content.
Rather it focuses only on how important contents can be enlarged.

S.O. Kuznetsov et al. (Eds.): PReMI 2011, LNCS 6744, pp. 104–109, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Image Retargeting through Constrained Growth 105

The organization of the paper is as follows: A brief discussion on extracting
rectangular regions of importance is presented in section 2. In section 3, the
retargeting scheme is described where important rectangles are disproportion-
ately enlarged. Section 4 discusses about subjective control over the relative size
change to obtain distortion free result. Results along with subjective evaluation
are presented in section 5. Finally, conclusions are drawn in section 6.

2 Region of Importance Extraction

Visual attention models which compute saliency based on low-level image fea-
tures are commonly used in deriving importance of image contents. The saliency
model in [10] is used here for our experiments as recent experiments have estab-
lished its superiority as compared to others (for e.g., the model in [11]). Face
detectors [12,13] can also be combined with saliency models to incorporate some
semantic knowledge in importance computation. Though face detection module
is not considered in our current study.

Once the importance map is obtained, important objects are extracted as
follows. A line parallel to X -axis passing through the center point of the impor-
tance map partitions it in two portions: L and R. Again, a line parallel to Y -axis
passing through this center point partitions the importance map in two portions:
U and B. Let ML, MR, MU and MB be the maximum importance values in L,
R, U and B, respectively. A threshold Ts is fixed at p% of the lowest of these
four importance values.

Ts = p/100 ∗ min (ML, MR, MU , MB) (1)

Then the importance map is binarized using the threshold Ts to get pixels
with high importance. Each set of connected important pixels form one impor-
tant object. For ease of computation, we do away with the irregular shapes of
important objects using a minimum rectangle ri for each important object i. The
saliency map along with important rectangles identified for an image is shown
in Figure 1.

Fig. 1. A sample input image (left) and important rectangles superimposed on the
importance map of the image (right)
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3 Proposed Retargeting Scheme

The retargeting scheme, proposed in this section, uses the important rectangles
identified in previous section to generate the retargeted image.

3.1 Initial Position of Important Rectangles in Target Space

Edges of the important rectangles are parallel to the horizontal and vertical
axis. Such a rectangle ri can be specified by its top-left and bottom-right corner
points. Let, (ci, di) and (fi, gi) are these points for ri in the original image.
Scaled down versions of the important rectangles are positioned in the target
space (i.e., smaller display). Their positions in the target space are indicated by
end points of main diagonal (ct, dt) and (ft, gt). These points are estimated as
follows:

(ct, dt) = (
⌈

ci ht

hi

⌉
,

⌈
di wt

wi

⌉
) (2)

(ft, gt) = (
⌈

fi ht

hi

⌉
,

⌈
gi wt

wi

⌉
) (3)

where hi and wi are height and width of the original image, respectively. ht

and wt denote height and width of the target space, respectively. �·� returns the
smallest integer greater than or equal to its input argument.

3.2 Growing Important Rectangles in Target Space

Important rectangles are allowed to grow within the target space. But few basic
constraints are also maintained to prevent arbitrary growth of these rectangles.
These constraints are:

1. Aspect ratio of each important rectangle is preserved.
2. All important rectangles are enlarged equally.
3. Rectangles do not cross the boundary of target space while being grown.
4. Relative ordering in position of the horizontal and vertical edges of these

rectangles is preserved.

To ensure condition 1, height and width of a rectangle are multiplied with
equal resizing gain factor λ. Condition 2 is preserved by enlarging all the rect-
angles with equal value for λ. It is also checked whether boundary of a rectangle
crosses the boundary of the target space (condition 3). If it crosses the tar-
get space boundary, it is translated back into target space. Across any direction
(vertical or horizontal), relative ordering of horizontal and vertical edges of these
rectangles is maintained (condition 4). To maintain relative ordering of horizon-
tal edges, rank correlation coefficient of x coordinates of the corner points before
and after enlargement is checked. If there is no change in ordering, the value of
the coefficient will be 1. Similar checking with y coordinates preserves relative
ordering of vertical edges. Condition 4 also ensures that there is no overlapping
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between two rectangles. The maximum possible value for the resizing gain factor
(λmax) that satisfies all these constraints is estimated using an iterative proce-
dure. At first iteration, its value is assigned to 1. In subsequent iterations, it
is increased by a small value Δλ (0.01 in our implementation) and is checked
whether the constraints are satisfied. Remaining computation is performed using
the maximum possible value of the resizing gain factor that satisfies the afore
mentioned constraints.

3.3 Partitioning into Rectangles and Mapping

After locating the important rectangles in both the original image and the target
space, the remaining areas (outside these important rectangles) are partitioned
into small rectangular pieces through following steps:

Step 1: All the four sides of each important rectangle ri (or its resized version
in the target space) are drawn (in the raster space) with black in a white back-
ground which is of same size as original image (or target space). This produces
a binary image. The upper horizontal edge of a rectangle ri is the line segment
between points (ci, di) and (ci, gi) (or between points (ct, dt) and (ct, gt) in
the target area). The lower horizontal edge of a rectangle ri is the line segment
between points (fi, di) and (fi, gi) (or between points (ft, dt) and (ft, gt) in the
target area).

Step 2: Each horizontal edge (upper and lower sides of the important rect-
angles) is elongated in both direction until it touches either a vertical line, a
collinear horizontal line or area boundary. Whenever the elongating line encoun-
ters a black point, it is understood that it has touched either a vertical line or a
collinear horizontal line.

Number of important rectangles and their edge orderings are same in both the
original image and target space. Therefore, this partitioning scheme produces
equal number of partitions in these spaces unless two parallel line segments
become collinear or overlap with each other. But the constraint 4 mentioned
in the previous section prevents two noncollinear lines to become collinear or
overlap with each other. Here, the image boundaries are also considered as line
segments.

One-to-one mapping between partitions in original image and target space is
established. After that, content of each partition in the original image is fitted
into the corresponding partition in the target area. Thus the retargeted image
is obtained.

4 Obtaining a Distortion-Free Image

The target area being fixed, the relative enlargement of important rectangles
reduces unimportant rectangles. In some cases, this may introduce various types
of distortion in the retargeted image if the resizing gain factor λ is large. As of
the current stage of research, automatic identification of appropriate value of λ
is not possible considering all the artifacts. Moreover, some artifacts introduced
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due to relative size change of important and unimportant objects may be of
subjective nature. Therefore, a possible implementation of the proposed scheme
is as follows: It presents the viewer with a retargeted image with λ = λmax. If the
viewer is not satisfied with the quality of the result, she is allowed to gradually
decrease the value of λ until the desired quality is obtained.

5 Results and Discussions

The proposed scheme is tested using 100 images. Results for these were generated
using a λ value that suits the subjective quality according to our observation.
These results are compared against those from cropping [1] and controlled seam
carving [8]. The results obtained for some of the images are shown in Figure 2.
To test the effectiveness of various retargeting strategies, it is necessary to pre-
pare the outcomes of the comparing schemes using the same importance map.
Therefore, the saliency [10] based importance map is used for all three concerned
methods. The results of these retargeting schemes are presented in Figure 2. It
can be observed from Figure 2 that enlargement of the important objects is much
in the proposed scheme as compared to other schemes at the presence of multiple
important objects. Performance of the proposed scheme is also comparable to
other schemes for images with single important object.

Fig. 2. Columns from left to right: down sampled version of the original image, out-
put of the proposed scheme, image cropping [1] and seam curving base method [8],
respectively

Evaluation of retargeting is essentially of subjective nature. Hence, it is re-
sorted to manual judgments for evaluation. All the results were presented to
forty-one volunteers. They were asked to evaluate each result of each scheme
as either good (score 2), average (score 1) or poor (score 0). For each scheme,
scores of 100 images are summed up to find a score for that scheme. Mean
score is computed for each scheme over scores given by all volunteers. Average
score per image (and per volunteer) of the proposed rectangle partitioning based
scheme is 1.39, whereas those for the cropping and the controlled seam curving
based scheme are 0.99 and 1.09, respectively. Therefore, subjective evaluation
demonstrates the usefulness of the proposed scheme over cropping and seam
carving.
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6 Conclusion

Enlarging important contents of the image through a rectangular partition based
scheme restores their recognizability. All important objects are enhanced uni-
formly and their aspect ratios are kept unchanged. Relative ordering of their
placement in the target area is also kept same as that in the original image.
Ability to perform in the presence of multiple sparsely distributed important
objects is another notable point for the proposed scheme.
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Abstract. This paper presents a grid density based clustering tech-
nique (SATCLUS) to identify clusters present in a multi spectral satel-
lite image. Experimental results are reported to establish that SATCLUS
can identify clusters of any shape in any satellite data effectively and
dynamically.

1 Introduction

A multi-spectral satellite image is a remotely sensed image of the earth’s sur-
face which is a collection of huge amount of information in terms of number
of pixel data. In such an image, each pixel represents an area on the earth’s
surface. Segmentation or clustering a multi-spectral satellite image is a process
of discovering finite number of non-overlapping as well as overlapping regions
or clusters in an image data space which has been a complex problem for a
long time. Region-growing [1] is a local optimization procedure, while pixel clus-
tering is a global analysis of color space. The segmentation technique based
on pixel clustering is an important approach. Segmentation using clustering in-
volves the search for points that are similar enough to be grouped together in
the color space. Many clustering algorithms have been developed in the past few
years to detect clusters from satellite images. K-means [2] and ISODATA [3] are
two popular algorithms widely used for detecting clusters in satellite images.
Other approaches to segmentation of remotely sensed satellite images include
fuzzy thresholding techniques reported in [4], combining SOM and FCM as in
[5], using mean-shift algorithms as in [6], Genetic algorithm as a classifier ([7]),
combination of region-growing algorithm with mean shift clustering technique
[8]. High resolution multi-spectral satellite images cause problems for clustering
methods due to clusters of different sizes, shapes and densities as they contain
huge amount of data. Due to this reason, most algorithms for clustering satel-
lite data sacrifice the correctness of their results for fast processing time. The
processing time may be greatly influenced by the use of grids. In this paper, we
propose a grid density based clustering technique, SATCLUS, for multi-spectral
satellite images. We have used a combination of density based and grid based
clustering due to the fact that density based clustering gives clusters of good
quality of different shapes and sizes ([2], [9], [10]); and grid based clustering
has the added advantage of fast processing time([2]). SATCLUS can handle the
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detection of irregular shaped clusters by pixel level processing of the cluster bor-
ders. Most region growing algorithms are executed in a left to right, top-down
manner, whereas SATCLUS initiates the cluster expansion process starting with
the maximum hue value. Due to the use of grid-based technique, SATCLUS is
scalable even for large datasets. SATCLUS does not require the initial of cluster
centers; neither does the number of clusters play any role in the clustering pro-
cess. SATCLUS was tested on a large number of multi-spectral satellite imagery
and the cluster results are found very satisfactory.

2 The Proposed Technique

The aim of our clustering algorithm is to discover clusters over multi spectral
high resolution satellite images. Following definitions [11] provide the basis of
SATCLUS.

Definition 1. Difference value of a pixel w.r.t. the seed pixel is the distance
(dist) between the HSI values of that pixel and the seed. If dist ≤ θ, then the
difference value of that pixel is considered as 1 otherwise 0, where dist, is any
proximity measure (here we have used Mahalanobis distance).

Definition 2. Population-object ratio is the ratio of the population count (num-
ber of ones in each grid cell) and cell density (number of pixels within a particular
grid cell) of a grid cell, i.e., population count/ cell density

Definition 3. If the difference of the population-object ratio of the current cell
and one of its neighbors is greater than or equal to some threshold α then α is
the confidence between them. For two cells p and q to be merged into the same
cluster the following condition should be satisfied:

α ≤| Po(p)−Po(q) |, and α = θ×Po(seed) where Po represents the population-
object ratio of that particular cell and seed is the cell which initiates the expan-
sion of a cluster.

Definition 4. Cell reachability: A cell p is reachable from a cell q if p is a
neighbor cell of q and cell p satisfies the confidence condition w.r.t. cell q.

Definition 5. Rough cluster: A rough cluster is defined to be the set of points
belonging to the set of reachable cells. A rough cluster C w.r.t. α is a non-empty
subset satisfying the following condition,
∀p, q: if p ∈ C and q is reachable from p w.r.t. α, then q ∈ C, where p and q are
cells.

Definition 6. Border cell: A cell p is a border cell if it is part of a rough cluster
Ci and at least one of its neighbors is part of another rough cluster Cj.

Definition 7. Noise: Noise is simply the set of points belonging to the cells not
belonging to any of its clusters. Let C1, C2, · · ·Ck be the clusters w.r.t. α, then
Noise = {no p | p ∈ n × n,∀i : no p /∈ Ci}, where no p is the set of points in
cell p and Ci (i = 1, · · · , k).
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2.1 Procedure of SATCLUS

The algorithm starts with dividing the image space into n × n non-overlapping
square grid cells, where n is a user input, and maps the image pixels to each
cell. It then calculates the density of each cell. Next, it converts the RGB values
of each pixel to its corresponding HSI values. The algorithm uses the cell infor-
mation (density) of the grid structure and clusters the data points according to
their surrounding cells. The clustering process is divided into two steps. In the
first step a rough clustering of the image space is obtained and the second step
deals with cluster smoothening for quality cluster identification. The execution
of the rough clustering algorithm (Step I) includes the following steps:

Input: The Image dataset
1. Create the grid structure.
2. Compute the density of each cell.
3. Convert the RGB values of each pixel into their HSI values.
4. Identify the maximum hue value as the seed.
5. Calculate each pixels difference value w.r.t. the seed.
6. The population count of each grid cell is computed and the corresponding

population-object ratio calculated.
7. Traverse the neighbor cells starting from the grid-cell having the highest

population-object ratio value.
8. Merge the cells and assign cluster id.
9. Repeat steps 5 through 9 till all cells are classified.

The value of θ mostly depends on the values of the h, s, i (i.e., hue, saturation
and intensity) and the resolution of the image. However, based on our exhaustive
experimentation over various multi-spectral and pan-chromatic satellite images,
it has been observed that an effective range of θ for multi-spectral images is 15 ≤
θ ≤ 30 and for pan-chromatic images, the range is found to be 0.5 ≤ θ ≤ 4.0. The
rough clusters obtained in Step I are grainy in nature which is a drawback of a
grid based algorithm. To obtain clusters with smooth and accurate borders, the
border cells are detected and re-clustered using a partitioning based approach
as given in Step II. The algorithm for the cluster smoothening is given below:
Input: q border cells; k seeds corresponding to the k rough clusters obtained
from Step I
1. Start with an arbitrary border pixel x
2. Find the distance of x to each of the k seeds
3. Assign x to the cluster to which it has minimum distance w.r.t. the seed
4. Repeat steps 1 to 3 till all border pixels have been reassigned

The partitioning of the dataset into n × n non-overlapping cells results in a
complexity of O(n×n). The complexity of rough clustering in step I is O(k×p),
where p is the number of cells in a cluster so formed and p � n × n in the
average case and k is the number of clusters obtained. Similarly in step II, for
identification of the q border cells require O(q) times where q � n × n and
assignment of r pixels to k clusters requires O(k × r) times, where r is the
total number of pixels in q cells. However, O(k × r) dominates the overall time
complexity since n, p, q � r.
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3 Performance Evaluation

To evaluate SATCLUS in terms of quality of clustering, we used several synthetic
and real datasets. SATCLUS was implemented using Java in Windows environ-
ment with Pentium-IV processor with 1 GHz speed and 4 GB RAM. We have
tested SATCLUS on several synthetic and multi-spectral satellite image datasets
and seven of them are reported in this paper. SATCLUS has been found capa-
ble of detecting arbitrary shaped clusters as can be seen from Figure 1 (a) and
(b). SATCLUS was compared with several relevant algorithms using the image
shown in Figure 1 (c) and the results have been found satisfactory, as can be
seen from Figure 2. The clusters obtained from Landsat MSS image (4 spectral
bands, 79m resolution) of Figure 3 (a) is shown in Figure 3(b). Figure 3(c)
shows the plain built up area of Sonari in Sibsagar district of Assam (Cartosat-I
image, 4 spectral bands, 2.5m resolution). SATCLUS automatically detects 5
clusters (Figure 3(d)) corresponding to Brahmaputra river, road, agricultural
land, water bodies and human settlements. SATCLUS automatically detects four
clusters for the IRS LISS II image of Kolkata, West Bengal (Figure 4(a)) as ob-
served in Figure 4(b). From our ground knowledge, we can infer that these four
clusters correspond to the classes: Water Bodies (black color), Habitation and
City area (deep grey color), Open space (light grey color) and Vegetation (white
color). Figure 4(c) and Figure 4(d) shows the IRS Kolkata image partitioned
using the GA algorithm of [7] and FCM algorithm respectively. From the figure,
it can be noted that the river Hoogly and the city area has not been correctly
classified by FCM. In fact, those have been classified as belonging to the same

Fig. 1. (a) Example dataset (b) Output of SATCLUS (c) SPOT image of Canberra
Australia

Fig. 2. Outputs of SPOT image of Canberra Australia using (a) Region-growing (b)
Mean shift (c) Segmentation method of [8] (d) SATCLUS
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Table 1. Homogeneity values for SATCLUS
over some satellite images

Dataset Homogeneity measure
Dataset I 0.9873
Dataset II 0.9915
Dataset III 0.9908
Dataset IV 0.9933
Dataset V 0.9887
Dataset VI 0.9917

Table 2. Comparison in terms of
β value and CPU time for different
clustering algorithms

Method beta CPU time (in hrs)
k-means 5.30 0.11

Astrahan’s 7.02 0.71
Mitra’s 9.88 0.75

SATCLUS 17.82 0.08

Fig. 3. (a) Landsat-MSS (b) Output of SATCLUS on Landsat-MSS (c) Cartosat-1
image of Sonari, Assam (d) Output of SATCLUS on Cartosat-1 image of Sonari

Fig. 4. (a) IRS Kolkata (4 spectral bands, 36.25m resolution) (b) Output of SATCLUS
(c) Output of NSGA-II-based clustering technique [7] (d) Output of FCM clustering

Fig. 5. (a) IRS image of Borapani (b) Output of SATCLUS on image of Borapani (c)
Ikonos image of Shillong city (d) Output of SATCLUS on the image of Shillong city

class. Another misclassification is that the whole Salt Lake city has been put
into one class. Although some portions have been correctly identified such as
canals, the Dumdum airport runway, fisheries, etc. still there is a significant
amount of confusion in the FCM clustering result. The characteristic regions of
Dataset IRS P6 LISS IV image of Borapani, Meghalaya (Figure 5(a), 4 spectral
bands, 5.8m resolution) are the Deep water (Deep Blue color), Wetlands (light
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blue color), Vegetation (Red and Pink colors) and Open spaces (White color).
Executing SATCLUS on this image resulted in the detection of the above four
classes as shown in Figure 5(b). The clustered image output obtained by SAT-
CLUS on the IKONOS image of Shillong, Meghalaya (Figure 5(c), 4 spectral
bands, resolution of 4m for multispectral and 1m for panchromatic imagery) is
shown in Figure 5(d) which relate well with the ground information known to
us (concrete structures, roads, open spaces, etc). The performance of SATCLUS
in terms of homogeneity measure [2] for some satellite images is shown in Table
1. SATCLUS has also been evaluated quantitatively using an index β [4] and
the results for Dataset II can be seen from Table 2. SATCLUS has the highest
β value in comparison to the comparable algorithms.

4 Conclusions and Future Work

The proposed SATCLUS was experimentally tested and found capable in detect-
ing the clusters qualitatively and efficiently in light of several real-life satellite
images. Work is going on to extend the SATCLUS algorithm for handling hype-
rion (hyper spectral) data and also to extend the work using a fuzzy-rough set
based approach. As a future direction of our work, we a plan to experiment the
technique on microwave remote sensing data.
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Abstract. Recently, with the popularity of hand-held devices with cam-
era, many applications requiring barcode identification in images have
appeared. There are several problems with these applications because of
the limitation of camera capability. Among them, heavily blur problems
are the most significant and popular. In this paper, we propose a novel
approach to estimate blur for recognising barcodes in heavily blurred
images. With this approach, we are able to extract correctly the barcode
from heavily blurred images, which existing methods cannot.

Keywords: Blur estimation, Barcode identification, pattern recogni-
tion, heavily blurred images.

1 Introduction

Recently, with the popularity of mobile phones aimed with integrated camera,
there is a need for recognising barcodes from images captured from these de-
vices. However, due to the limitation of controlling focus lens, the captured
images are often heavily distorted by the out of focus blur. Therefore, it is very
hard to extract the barcode from these heavily distorted images with existing
methods proposed for conventional barcode reader. There are several approaches
reported in literature for solving the blur problem in barcode recognition, e.g.
edge detection-based approach [3,5,6], inverse-problem-based approach [2] and
statistical machine learning techniques[7]. These techniques cannot work well
for heavily distorted signals [7] because it is difficult to extract features such as
edges and peaks of the bars and spaces from these signals.

In this paper, we propose a novel approach to estimate blur for recognising
barcodes in heavily blurred images. We first estimate the ranges of blur param-
eters, and then search through these ranges with sampled values to find the
parameters that allow us to extract correctly the most number of barcode val-
ues along the scan lines of the barcode image. For each scan line, we generate
candidate signals by utilising the structure of the barcode, blur them with blur
parameters in process, and compare with the distorted signal of the scan line to
find the best matched candidate signal. The checksum of the barcode is used to
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verify the candidate. With this approach, we are able to extract correctly the
barcode from heavily blurred images, which existing methods cannot.

The paper is organised as follows. In Section 2, barcode representation is
described in details. The emphasis of the paper is in Section 3 which presents
related works. Subsequently, our proposed algorithm in Section 4 is followed by
experiments and results in Section 5.

2 Barcode Signal Reconstruction

From a 2D image of the barcode, a unique 1D signal can be extracted by scanning
a horizontal line through the barcode image. Therefore, the barcode can be
represented as a series of 1D patterns representing 0s and 1s (see Fig. 1):

S = {u(x) ∈ L2(R) : u(x) ∈ 0, 1} (1)

If the signal obtained from the image looks sharp and clear like in Fig. 1,
the barcode can be recognised easily. However, as the captured barcode image
is blurred and noised as in Fig. 2, the extracted 1D signal is heavily distorted
(see Fig. 2). In this case, it is very hard to recognise the barcode precisely.

Fig. 1. Clear barcode image and orginal signals

Fig. 2. Blurred barcode image and blurred signals

The sharpness of the captured signal depends on the reader device and its
distance between the reader and the surface of barcode. The longer the distance
between them, the more blurred the original signal is. The blurred signal f(x) is
often modelled as the noise added convolution of the original signal u(x) with a
Gaussian kernel of unknown amplitude α and standard deviation σ [2]:

f(x) = α ∗ Gσ ∗ u(x) + n(x) (2)
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where n(x) is a noise function, α is a strictly positive constant, and

Gσ =
1

σ
√

2π
∗ e−

x2

2σ2 (3)

3 Related Works

In the approach based on edge detection, traditional barcode decoding tech-
niques such as peak locations [3], selective sampling [5] and EM algorithm [6]
have been employed. These approaches cannot work well if the phone cameras
are designed with low quality [7] or the images are heavily distorted. In fact, with
handheld cameras, noises and focusing errors may appear frequently. In other
words, it is really difficult to extract features such as edges and peaks of the bars
and spaces from the heavily distorted images. In another approach, barcode is
extracted after the process of signal restoration through solving an inverse prob-
lem [2]. There are two serious problems with this approach. Firstly, restored
signals usually have errors because the degrading process is often unknown and
complex. Secondly, the cost of computation is considerably high because of the
process of signal restoration. Finally, this approach is only suitable with simu-
lated images. For real images, barcode cannot be recognised correctly. Besides
two above approaches, statistical machine learning techniques [7] are also used
to identify barcode. Based on the nature of the contaminated barcode symbols,
the trained classifiers are able to discriminate different code patterns by extract-
ing their statistical features [7]. However, the cost for maintaining the system is
considerably high because collecting training data is often an absolutely great
task. In addition, each type of barcode or a change of capturing device needs a
particular recognition system.

4 Our Proposed Approach

To recognise barcode patterns in heavily distorted images, we propose an effective
algorithm in both of accuracy and performance, in which the prior structural
knowledge of barcode is used thoroughly.

Despite that images may be distorted, barcodes can be located quite easily
because of several reasons: they contains black and white vertical lines and every
barcode have less than four consecutive 1s or 0s; they are often printed in sep-
arated area; and they often have the ratio of 3:4 between the height and width.
After locating the barcode in the distorted image, we estimate the blur param-
eters. This is done by comparing the size of the barcode in the distorted image
with the actual size of a barcode and locating the position of two border guard
bars by optimising the error function. Blurred signals of digits are pre-computed
with the estimated blur parameters. This pre-computation is conducted in order
to speed up our algorithm. We then go through each scan line of the barcode
image to find the barcode value that that best matches the signal of scan line.
This is done by first re-locating the guard bars, calculating position of each digit
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input : A heavily distorted image containing a barcode
output: The value encoded in the barcode

Locate the rectangle containing the barcode;
Estimate blur parameters via locating border guard bars;
Compute blurred signals of digits;
foreach line of horizontal scan lines of the barcode image do

re-locate the guard bars of barcode;
stretch signals of barcode with pixels per bit equal to
Gaussian kernel size/2 + 1;
foreach position of surrounding positions of left border do

foreach digit of left digits do
choose the digit having minimum function;
move left boder to the next position of the best pattern;

end

end
determine the first digit based on the left digit code;
do similarly for the right digits;
reconstruct the whole of barcode;
if checksum of the found barcode value is true then

the barcode value is added as a vote
end

end
if the maximal number of vote for a barcode exceed a threshold then

return the barcode value is added as a vote;
end
else

return that barcode cannot be recognised;
end

Algorithm 1. Pseudo-code for barcode recognition algorithm

in the barcode and comparing the signal of the scan line with blurred signals of
digits. The first digit is implied by the patterns of six left digits. If the checksum
of the detected value of the barcode is true, the barcode value is added as a vote.
The barcode value with maximal number of vote is returned as result. The very
detail of barcode recognition process is explained in Algorithm 1.

4.1 The Error Function

The error function that we use when finding the best matched candidate for each
considered pattern is as follows:

E = ||f(x) − α • Gσ ∗ u(x)|| (4)
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where u(x) is the signal pattern of a generated candidate, f(x) is the signal
pattern of the scan line at the calculated position.

4.2 Estimating the Blur Parameters

Parameters of image degradation can be auto-extracted based on image process-
ing techniques [1,2,4]. However, the high computation needed by these techniques
is a burden to real-time application. To avoid this computation, we apply the
following process. Firstly, the fixed Gaussian size needs to be set large enough
for heavily distorted images. Secondly, we can α assign 1 to , by which the range
of value of each pixel is from minimum to maximum value appearing in the
image instead of 0 to 255, because this parameter is related to the light inten-
sity radiating over the region of interest. Finally, parameter σ can be estimated
by using the extracted position of border guard bars. By experiment, we found
that the error function of border guard bar patterns has a convex parabolic
curve when the parameter changes. Therefore, this parameter can be estimated
approximately via a search technique.

4.3 Algorithm Complexity

The complexity of our algorithm is O(size of image + K ∗ R ∗ 6 ∗ (10 + 20) ∗
the number of pixels representing a bit) where O(size of image) is the com-
plexity of locating barcodes. K is the number of horizontal scan lines. R is the
number surrounding of positions of left border. 6, 20 and 10 are related to the
number of digits in barcodes and the number of candidates for each digit. The
number of pixels representing a bit is depended on the Gaussian size. The re-
quired memory does not exceed O(size of image).

5 Experiment and Result

We tested our algorithm on 50 blurred images with the various ranges of blur
degree and the light intensity radiating over the region of barcode. The obtained
results can be considerable and competitive. The correct identification rate is
46/50. For each barcode, it takes about 0.5 second to recognise in a Windows PC
of the Pentium 4, 2.4 GHz, 1 GB RAM. Our algorithm can recognise correctly
many barcodes in heavily blurred images, which it is difficult to recognise by
previous algorithms [6] (see Fig. 3). However, there are still some distorted images
with the appearance of geometric transform, so barcodes cannot be recognised
(see Fig. 4). We have also carried the experiments by first deblurring the distorted
signal using the extension of Lucy-Richardson maximum likelihood algorithm[2],
and then decoding the barcode to compare with our approach. However, the
deblurring did not improve the recognition on heavily distorted image.
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Fig. 3. Barcodes are recognized correctly

Fig. 4. Barcodes are recognized incorrectly

6 Conclusion

In this paper, we have proposed an effective algorithm based on prior knowledge
for barcode identification in heavily blurred images. The algorithm utilises prior
knowledge of barcodes in order to first estimate the blur and then successfully
decode the barcode in heavily blurred images. In addition, this approach can
avoid expensive computation such as image restoration. We have performed ex-
periments on real blurredly captured images to show the effectiveness of our
algorithm.
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Abstract. Bone image segmentation is an integral component of orthopedic X-
ray image analysis that aims at extracting the bone structure from the muscles 
and tissues. Automatic segmentation of the bone part in a digital X-ray image is 
a challenging problem because of its low contrast with the surrounding flesh, 
which itself needs to be discriminated against the background. The presence of 
noise and spurious edges further complicates the segmentation. In this paper, 
we propose an efficient entropy-based segmentation technique that integrates 
several simple steps, which are fully automated. Experiments on several X-ray 
images reveal encouraging results as evident from a segmentation entropy 
quantitative assessment (SEQA) metric [Hao, et al. 2009].   

Keywords: Entropy, Digital X-ray, LOCO, Medical imaging, Segmentation. 

1   Introduction 

Segmentation of an anatomical object from an X-ray, MRI or a CT-scan image is a 
challenging task as the intensity values of the region-of-interest and the surrounding 
region are very close, and the contour clarity is often low. Many traditional image 
segmentation approaches are computationally intensive or need manual intervention 
[1, 2]. 

In last two decades, numerous segmentation models and algorithms for analyzing 
various classes of medical images have been reported. The selection of proper 
segmentation method is another important issue as this choice widely depends on 
specific application, image modality and several other factors [1, 2]. In this paper, we 
briefly discuss some notable segmentation algorithms used in medical imaging and then 
propose an integrated entropy-based technique suitable for bone segmentation in a 
digital X-ray image from the surrounding flesh region. The method is simple and fully 
automated and it uses a new thresholding parameter. The quality of segmentation is 
observed to outperform those obtained by several earlier methods [3, 13] as indicated by 
the segmentation entropy quantitative assessment (SEQA) [16]. 

2   Medical Image Segmentation: Prior Art 

Image segmentation is defined as its partitioning into different parts, which are 
homogenous in nature with respect to some characteristics. The region-of-interest 
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(ROI) may be a complete object or a part of it [2, 5]. Medical image segmentation 
algorithms can be classified into categories like those based on analysis of edges, 
regions, pixel classification, graphs, or on deformable model, fuzzy logic, artificial 
neural network, statistical or morphological approaches. The segmentation algorithms 
based on region analysis or pixel classification, make use of the homogeneity in the 
image, whereas the edge detection and graph-based algorithms perform segmentation 
by detecting any abrupt change in the image within a small neighborhood [5]. The 
Canny edge detector uses two levels of thresholding. Šćepanović et al. adopted 
Canny’s method for probabilistic bone edge detection [6]. 

The deformable model based approaches allow elastic decomposition of the objects 
by incorporating concepts of continuum mechanics. The active contour or snake 
model was proposed by Kass et al. [7]. In deformable models like snake, the user 
provides an initial guess of contour of ROI, which is then moved by the image-driven 
forces to the boundary of the desired object. However, the snake method with gradient 
vector flow (GVF) has slow convergence on irregular objects with high concavities 
like X-ray images of deformed bone structure.  

The active shape model and active appearance model are also used in medical image 
segmentation. Unfortunately, both the methods require large training samples to build a 
point distribution in the high-dimensional eigen space. The statistical models like 
probability distribution map and Markov random field model have also been used 
widely for medical image segmentation. Liang et al. have used statistical and 
morphology based technique for fracture identification in an X-ray image [19].  Pal et 
al. [10] studied segmentation of MRI samples using fuzzy-based approaches.  

Several semi-automatic image segmentation methods incorporate user interaction 
and allow the user to mark the ROI or background objects roughly on the image.  Ning 
et al. proposed an interactive image segmentation algorithm based on maximal 
similarity based region merging [12].   

Thresholding-based segmentation approaches are widely used in medical image 
analysis [8, 9].  Sen et al. proposed a method based on gradient histogram and applied 
it on a chest X-ray image among others [8].Yan et al. used an entropy-based 
thresholding approach for segmentation of bacteria images from a low intensity 
background [13]; however, this method requires a tuning parameter, which is chosen 
based on experience.  

3   Proposed Approach for X-ray Image Segmentation 

In an X-ray image, the bone parts appear along with the surrounding tissues or muscles 
(i.e. flesh) image. In many regions of an X-ray image, the intensity range of pixels 
belonging to the bone region and that of its surrounding flesh region may overlap, 
which makes the segmentation inaccurate. The bone region of an X-ray image is to be 
extracted out of two distinct background components, the image background and the 
overlapping flesh region. Thus, bone segmentation from the flesh region using pixel 
based thresholding or edge based approaches often do not produce accurate results.  

In this paper, we have proposed a new entropy-based approach, which instead of 
direct entropy thresholding [13], first produces an intermediate image from the entropy 
matrix and then uses intensity-thresholding for segmenting the bone region in an X-ray 
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image. Finally, for contour correction, multilevel LOCO (Linear combination of Open-
Close and Close-Open) filtering methods [11] are used.  

3.1   Integrated Segmentation Algorithm 

In the proposed algorithm, the transition regions in an input image are identified using 
entropy analysis and a gray scale entropy image is generated. This entropy image is 
used to compute the threshold value required for segmentation. 

A high entropy value represents the presence of maximum information, i.e., higher 
gray value pixels in the image. An image with a very low entropy value represents 
noise with no meaningful information. The overlapping flesh and bone regions in an 
X-ray image cause the presence of a large number of pixels with similar intensity 
values. Computation of local entropy values of each pixel in a window helps to group 
the pixels with similar intensity values with a marked transition region. As a bone 
region has higher intensity values than those in the flesh region in an X-ray image, the 
transition boundaries are accentuated in the entropy image. The steps of the proposed 
algorithm are summarized below, details of which are elaborated subsequently. 

Step 1: Convert an input X-ray image to a gray scale image. 

Step 2: Perform entropy computation of each image pixel around (9×9) neighbors. For 
pixels at the border of the image, symmetric padding is used where the padded pixels 
are obtained by mirror reflection of the border pixels of the image. 

Step 3: Generate an entropy image by converting the entropy matrix to a gray scale 
image, where the maximum entropy value is mapped to 255 and the minimum entropy 
value is mapped to 0. Other entropy values are linearly scaled between 0 and 255. 

Step 4: Apply median filter on the entropy image. 

Step 5: Compute the intensity threshold value for binarization of the entropy image. 

Step 6: Produce the segmented bone image. 

Step 7: Apply multilevel LOCO filter to enhance the contour of the segment. 

3.2   Entropy Computation and Constructing Entropy Image 

The entropy value represents the measure of randomness associated with pixel values 
belonging to each gray level.  
Following Shannon’s definition of entropy and Pun’s representation of image entropy, 
for an image with G gray levels, and probability of k-th gray level Pk, the image 
entropy can be represented as  

E= ∑
−

=

1

0

G

k

Pklog2(1/Pk) = - ∑
−

=

1

0

G

k

Pklog2(Pk)           (1) 

where Pk  = nk/M×N , nk is the number of pixels with grayscale k and M×N is the size 
of the image [5]. 

Local entropy represents the discrepancy between two probability distributions on 
the same event space [13]. It is related to the variance of grayscales in the neighborhood 
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of a pixel. Local entropy divides the image into separate regions and then analyzes each 
region as a separate information source. If a small neighborhood window Ωk  of size 
Mk×Nk  is defined within the image, then entropy of Ωk can be represented as: 

E(Ωk) = - ∑
−

=

1

0

G

j

Pjlog2(Pj)  where Pj  = n j/Mk×Nk                                  (2) 

where, Pj  denotes the probability of gray scale j in the neighborhood Ωk, nj is the 
number of pixels with gray scale j in Ωk, and E(Ωk), the local entropy of  Ωk.. 

Yan et al. had applied local entropy based thresholding for transition region 
extraction [13]. It was shown that the local entropy is larger for heterogeneous regions 
and smaller for homogeneous neighborhoods. So, a transition region will have larger 
local entropy values than those in the  non-transition regions of the image. This 
boundary enhancement aids thresholding for segmentation of  the transition region 
from the image. Kang et al. used local entropy values to identify transition regions on 
region extraction from coronary angiograms [14].  

In the proposed algorithm, we calculate the local entropy values by taking a (9×9) 
neighborhood window for each pixel of the X-ray image. The pixels at the transition 
region enhance their entropy values compared to those of other pixels.  

In an X-ray image of foot (Fig. 1a), the intensity variation of the transition region s1 
ranges between 0 to 80, whereas, for the transition region s2, it varies from 150 to 190 
(Fig. 1b). In Fig. 1c we show the variation in entropy values for the transition regions 
s1 and s2. It is observed that the entropy values at transition region show a high peak 
irrespective of the difference in the intensities at the transition regions. We have used 
this entropy behavior to construct an intermediate gray scale image (called entropy 
image) in which the bone boundaries appear at high entropy regions (i.e., transition 
regions). Next, an intensity thresholding approach is applied to segment the bone. 
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Fig. 1. a: Gray scale image of foot X-ray with transition regions s1 and s2, b: Intensity variation 
in s1 and s2, c: Entropy variation in s1 and s2 
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3.3   Morphological Filter: Multilevel LOCO 

Since X-ray image processing is often corrupted by noise and spurious edges, we use a 
morphology-based special filtering technique to improve the contour definition of the 
segmented bone parts.  Morphological opening is defined as erosion followed by 
dilation and closing is dilation followed by erosion using some structuring element [5]. 

A LOCO filter (Linear combination of Open-Close (OC) and Close-Open (CO))  is 
designed by averaging the cascaded opening and closing operations within a 
generalized filter structure [11]. The LOCO filtering on an image I with a structuring 
element N can be represented as:  

LOCO (I;N)=1/2((IN)N+(IN)N)                                        (3) 

The segmented bone structure obtained using the proposed algorithm may suffer 
from having thin or disconnected boundaries. A LOCO filter with multiple structuring 
elements is applied to enhance the bone boundary and to improve the visual quality of 
the segmented bone image. We use three different (3× 3, 5×5 and 7×7) diamond-
shaped structuring elements [5] and generate enhanced contour image using each of 
them. Finally, the output image is produced by taking the average of these pixel values. 

3.4   Thresholding 

The OTSU method is a well known thresholding algorithm, which selects the threshold 
by minimizing within class the variance between two groups of pixels separated by 
thresholding operator [3].  However, this method may not work well if the two classes 
are very unequal and if the image has variable illumination. This is a very common 
problem in an X-ray image. So we have used global thresholding approach based on 
mean intensity value to determine the threshold for bone image segmentation. In this 
approach, the threshold value is determined by computing the maximum of the mean 
intensity value for each column of the image matrix and the mean intensity value for 
each row; this value can then be used for binarization of the gray scale X-ray image. 

4   Experimental Results 

We have run the proposed algorithm on 40 digital X-ray images of different portions 
of human body, collected from the literature and other sources.  For lack of space, the 
output generated only for a few of them are shown in this section (Figs. 2, 3). 
 

                         
   A   B       C  D    E        F  G 

Fig. 2. A: Input X-ray image of throat, B: Gray image of A after entropy analysis, C: Segmented 
bone image by the proposed algorithm, D: Input X-ray image of foot, E: Segmented bone image, 
F: Input X-ray image of broken wrist, G: Segmented bone image of F using the proposed method  
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     A  B  C      D              E             F  G            H 

Fig. 3. A: Input X-ray image of pelvic bone, B: Gray image of A after entropy analysis, C: 
Segmented bone image after thresholding, D: Segmented bone image with bone boundary 
enhanced by applying multilevel LOCO, E: Segmented image superimposed on original image, 
F: Segmented knee image for α = 0.7, G: Segmented knee image for α = 0.8, H: Segmented 
knee image using the proposed algorithm 

The proposed segmentation algorithm is compared with another entropy-based 
thresholding approach proposed by Yan et al. [13].  The idea of local entropy  
thresholding approach was applied on several bacteria images for segmenting them 
from the background. The thresholding value is computed as α times maximum 
entropy, where α is a coefficient between 0 and 1.    

ET = α E(Ωk)max ,                                                    (4) 

where E(Ωk)max  is the maximum entropy value for region Ωk..In this approach α is 
empirically chosen between 0.6 to 1.0, which requires manual intervention. In the 
proposed X-ray segmentation approach, the entropy matrix of the input image is 
converted into a gray scale entropy image and thresholding is performed after 
binarization. Hence, this approach is fully automated and does not need any training 
samples. 

Figs. 3F, 3G, 3H reveal that the segmentation of the bone boundary of knee image 
is more accurate for  α = 0.8, whereas for a pelvic bone image α = 0.7 gives better 
results when the earlier algorithm [13] is applied. The proposed segmentation method 
yields an improved result automatically (Fig. 3H). 

5   Quantitative Performance Evaluation  

We have evaluated the performance of the proposed algorithm using a recent 
segmentation entropy quantitative assessment (SEQA) method, which is based on 
segmentation entropy to compute an evaluation metric [16]. Another evaluation 
method called  ultimate measurement accuracy  (UMA) [17],  uses the area of 
segmented object as a powerful evaluation metric.  However, in the case of a bone 
image, this is difficult to compute because of fragmentation of contours. Thus, we 
have used the SEQA method for our purpose. In this approach,  if the segmentation 
process S divides an image I into n subregions and E(ri) represents the entropy of ri th 
region, the segmentation entropy E(S) is defined as:  

E(S) =                                              (5) 
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where E(I) represents the total entropy of the original image.The segmentation 
entropy E(S)  measures how much the image entropy changes during segmentation. 
Better segmented regions will be more homogeneous in nature and thus they will have 
lower region entropy. If the same image is segmented using two different 
segmentation algorithms A and B, and if E(A) is smaller than E(B), then according to 
Eqn (5), the performance of A is better than that of B [16].We have compared the 
segmentation entropy E of the proposed method with those of OTSU thresholding [3] 
and entropy thresholding [13]. These values for different digital X-ray images as 
listed in Table 1 support the effectiveness of the algorithm. 

Table 1. Computation of segmentation entropy for some digital X-ray images  

Image file 
E(S) 

for OTSU 
E(S) for entropy 

thresholding; α = 0.7 
E(S) for 

proposed method 

Finger-Left.jpg (Fig. 2F) 3.52 2.63 2.05 

Foot.jpg (Fig. 2D) 2.09 0.80 0.83 

Leg.jpg (Fig. 3F) 2.48 1.92 1.48 

Pelvic Bone.jpg (Fig. 3A) 1.77 0.82 0.77 

Throat.jpg (Fig. 2A) 1.11 0.30 0.28 

6   Discussion and Conclusion 

We have developed an entropy-based  X-ray image segmentation technique for bone 
part extraction. This is based on automatic thresholding of an entropy image defined by 
the entropy values in a neighborhood window of the given image.  It has been observed 
that in many cases the bone boundary becomes fragmented after thresholding.  To 
overcome this problem, we have applied a multilevel-averaging LOCO filter to 
enhance the bone contour of the segmented image.  The method is fully automated and 
has superior performance over two earlier methods as evident by the SEQA metric. 
This algorithm will be useful for fracture detection in an X-ray image where, 
separation of bone from the surrounding flesh is needed for further analysis.  
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Abstract. The results of investigation and development of software and
hardware tools for processing images of ring objects under diffusive dis-
sipation are presented. The proposed algorithm was demonstrated to be
efficient in endoscopy for measuring the sizes of biological objects. A
principal scheme of a hardware system for the implementation of the
new method is presented. A plan of clinical testing of the new system is
developed.
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1 Introduction

One of the most important topics in evidence-based medicine is the objective
evaluation of the quality of clinical research. Practice demonstrates that many
contemporary methods of measuring do not meet the requirements of evidence-
based medicine. That is especially true for medical image processing and analysis.

The importance of endoscopic images in medicine is the consequence of the
fact that now they are the main, and sometimes the only possible source of infor-
mation for noninvasive visualization of internal anomalies and for the diagnostics
of various diseases [1]. The implementation of the endoscopic imaging is based
on small size TV systems that are inserted into the investigated region. If the
size is large, mosaicking is necessary.

The most important deadlock is that modern endoscopic methods and systems
do not measure the distance between the camera and the object, therefore, it is
impossible to match visible sizes of the objects in the image to their real size.
The error in the estimation of the distance inevitably causes a wrong estimation
of the size of the pathology, and as a consequence, a wrong strategic selection
of treatment. In practice, the error of measurement in traditional endoscopic
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methods in some cases (e.g., in urologic checkup) is up to 3 to 5 times higher
than it is needed for the selection of the adequate strategy of treatment [4]. It
reduces the efficiency of endoscopic monitoring and diagnostics in TV medicine.

Below, we consider an approach to solving this problem that is based on
scaling using test images with a priori known sizes. A light spot is projected onto
the image of the object. The size of the projection is used for the estimation of the
scaling factor of the pathologies. The approach is well known and extensively
used [5,6], but is precision is limited. In all practical implementations of the
approach, difficulties appear that are related to great aberrations of the optical
system of the endoscope [7]. Moreover, light dispersion occurs in a biological
tissue which results in blurring and incorrect scaling.

A new system is proposed for imaging and processing. The system makes it
possible to evaluate the real size of the pathologies using their endoscopic images.
It is also possible to evaluate the errors caused by the light dispersion and to
correct them.

2 Principle and Methods

The measuring system consists of a PC, TV endoscope whose brightening sub-
system uses an inertia-free light-emitting diode, and light fibers. At one end, a
laser light source is situated, at the other, micro collimator, which gives at the
output a light beam whose section is equal along the whole length.

The light fiber is situated in the instrumental channel of the endoscope in such
a way that it is possible to measure the direction of the laser beam by standard
manipulators fixed at the distal end of the endoscope. This solution makes it
possible to use optical systems with various angles between their optical axis
and the axis of the instrumental channel (Fig. 1).

Microcollimator situated at the end of the light fiber transforms the divergent
light beam into the beam with constant section. The PC controls the light-
emitting diode used as the light source, the laser at the input of the light fiber,
and the image processing for the TV endoscope.

The object whose size is measured is placed near the center of the image.
After receiving the signal:

1. A current image of the object near the center is registered in the operating
memory and displayed at the monitor as a static frame.

2. Along the foreground of the pulse of the frame synchronization for the TV
endoscope, the light-diode source at the input of the light fiber is switched on.

3. The next frame, which consists of the image of the projection of the colli-
mated laser beam light onto the measured object, is registered in the operating
memory.

4. As the result of the image processing (step 3), the section of the laser beam
is quantified (in pixels).

5. In the static image, a line is manually marked whose size is to be measured.
The length of the line is defined as its size in pixels divided by the size in pixels
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Fig. 1. The principal scheme of the distal end of the endoscope

Fig. 2. Various halos around the laser beam

of the section of the laser beam and multiplied by the section of the laser beam
in millimeters; the latter is known a priori.

3 Calibration Using Circular Spots

The considered problem is not trivial because, depending on the characteristics
of the tissue of the measured object, the laser beam can either penetrate or not
penetrate into the object, and the penetration may be up to the considerable
depth. It may result in a halo whose intensity is comparable to the intensity
of the main beam (Fig. 2, the blue circle is the initial laser spot) and, as a
consequence, considerable errors of measurements appear The results of clinical
testing demonstrate that the error caused by the dispersion may reach 70 % in
the processing of real images in medical endoscopy [8].
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Fig. 3. Various halos around the laser beam that has the form of a circle

In order to enhance the precision, the laser beam at the output of the col-
limator has the form of the circle. In the process of measuring, the size of the
projection of the laser beam onto the measured object (step 4), the measured
value of the intensity in the center is used as the threshold. In Fig. 3, the dissi-
pation of the circular laser beam is demonstrated.

Evidently, the diameter of the circle, which is clearly discernible at the images,
is almost the same for all the values of the dispersion.

Clinical tests have demonstrated that eliminating the dispersion in the tissue
reduces the error of measurements approximately by a factor of three, which is
sufficient for practical medicine. The experiments with laboratory animals have
demonstrated that the proposed system enhances the precision more than by an
order of magnitude; that results in the substantially reduced fraction of incorrect
diagnostic decisions.

The next step of image processing is the elimination of disturbances caused
by the inhomogeneity of optical properties of biological tissue. The aim of this
step is to obtain regular circles.

4 Thresholds for the Determination of Regular Circles

The proposed method is based on the model of optical coherence tomography of
heterogeneous tissue [9] and the principles of the diffusion wave spectroscopy in
inhomogeneous flows [10].

The transport equation is

1
c

∂I(r, s, t)
∂t

+ ∇I(r, s, t)s + μtI(r, s, t) = μs

∫
I(r, s, t)p(s, s′)ds′ + S(r, s, t),

where c is the velocity of light in the environment and S(r, s, t) is the spatial
and angular distribution of sources.

To cope with the complexity of this integro-differential equation, the expan-
sion in series of spherical harmonics Yl,m is used, which results in a system of
(N + 1)2 coupled partial differential equations. Thus we obtain
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I(r, s, t) =
m∑

l=0

l∑

m=−1

ψl,mYi,m(s)

S(r, s, t) =
m∑

l=0

l∑

m=−1

ql,mYi,m(s)

and in P1 approximation,

I(r, s, t) = U(r, t) +
3
4π

F (r, t)s,

where
F (r, t) =

∫

4π

I(r, s, t)sds.

In practice, it is sufficient to take the intensity in the center of the light spot
multiplied by a const. > 1. The result is used as the threshold to deduct from
the signal. The exact value of the const. is defined by the quality of the input
image and the required reliability.

5 Conclusion

The presented data demonstrate that the proposed method of measuring and
reconstructing gives images with high quality topological structure, which are
convenient for the interpretation. The system is easy to implement since it does
not demand any complex hardware. The system is convenient for users that have
no experience in computer technologies. It does not demand any changes in the
optical system; it is important in the considered domain, where stable spectral
and temporal characteristics, small thermal effect, etc. are required. After solving
the problems of safety, which are inevitable in medical devices, the new system
may be used as a subsystem of hardware and software tools for noninvasive
registration not demanding contrast agents, localization of objects and regions,
and monitoring of zones of abnormal blood supply of fundus. A plan of clinical
testing of the new system is developed.
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Abstract. The article describes universal model for creating algorithms
for calculating textural image features. The proposed models are used
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1 Introduction

Manynatural micro and macro images are combinations of textural primitives, e.g.
aerial photographs of the earth surface, images ofmaterial nanostructures, biomed-
ical images. That’s why in many applied problems of the image processing (like,
segmentation, coding, simulation, etc.) texture processing methods can be used.

Two main approaches to the texture analysis can be noted: structural and
stochastic [1]. In structural approach textures are considered as a combination
of repeating primitive elements, which relative position is defined by specific
rules. In stochastic approach, the texture is defined as a realization of a 2D
random process, and specified by a set of random statistics. In our research
work we used statistical approach.

It should be noted, that common texture analysis methods, like co-occurrence
matrix [2], spectral descriptors, Tamura features [3], etc., give common features
for all types of images and ignore problem peculiarities. However, in practice
it becomes necessary to calculate features for classification of limited texture
sets. Also many methods deal with gray-scale images only i.e. these methods
can’t be applied to analysis of some classes of texture images. Methods based
on Markov random field are successfully used in many applied problems. This
methods proved to be efficient in image segmentation problems, image synthesis,
etc. [4,5,6,7]. Thus, the goal of our investigation is to provide general framework
for estimation of color-texture features based on domain specific information.

2 Problem of Texture Image Recognition

Let I is a set of all possible images, that consists of K classes C1, . . . , CK , i.e.
K⋃

k=0

Ck = I and Ci∩Cj = ∅, i �= j, here C0 — set of objects that are not included

in any class. Original class separation is unknown.
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Suppose we are given a finite set of images I = {I1, . . . , IN} ⊂ I, the class
label is specified for each image from this set, i.e. following map is defined u :
I → L, where L = {1, . . . , K} is a set of class labels. A training set is defined as
a set of image-class pairs: T = I × L.

The goal is to design a method that allows to identify class label based on
image I. To use pattern recognition theory [7,8], one should associate features
vector f ∈ F = R

n with each image, thus following map should be defined:
F : I → F, where F is a feature space. Hence, here exists an unknown dependence
û : F → L, values are observed on finite training set T̂ = {(fi, li)}N

i=1. One should
define a map ũ : F → L, that is an approximation of unknown target dependency
on both elements of training set and whole set F.

All existing feature calculation methods are defined for a wide range of prob-
lems, i.e. it doesn’t fully utilize domain specific information from training set.

To exploit domain specific information we should define parametric feature
calculation method Fa, where a is a set of method parameters. Thus, specific
method parameters a = P (I) are calculated based on training set I at a training
step, and feature vector is estimated for each specific image using calculated
parameters vector f = Fa(I). The general classification scheme is shown in
figure 1.

Fig. 1. Classification scheme

On first step the method’s vector parameters a = P (I) are calculated based
on training set I. Then resulted parameters used for estimation of features are
used on next classifier training step.

3 Image Model

To design features estimation algorithm in case of texture images analysis, one
can use Markov Random Field (MRF) model [7], it’s effectively used in many
texture analysis problems.
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Let’s define image as map:

I : Lx × Ly → G, (1)

where Lx = {1, . . . , Kx} and Ly = {1, . . . , Ky} are spatial coordinates, and G is
a set of colors; e.g. for gray-scale image G = [0; 1], and for colored image (RGB
color space) G = [0; 1]3.

Let the image be a realization of any Markov random field [7]. Following
notation will be used below:

– Np — neighborhood of a pixel p;
– N k

p — k-th neighborhood element;

– INp =
(
IN1

p
, . . . , INK

p

)
— vector of pixel values in the neighborhood of

current pixel.

4 Features Design Method

Since the value of central pixel Ip depends on values of pixels in the neighbor-
hood, we can consider approximation function — the function where the pixels
from the neighborhood are arguments and the value of function is an estimate
of central pixel value. This function can be defined as:

Îp = f(INp) = argmax
x

P(x|INp ), (2)

or using regression equation:

Îp = f(INp) = E[x|INp ]. (3)

Let’s consider solving regression problem. D = {(xi, yi)} = {(INp , Ip)|p ∈ Lx ×
Ly} ⊂ R

K × R — training set of regression problem.
We use kernel ridge regression method [9]. According to representer theo-

rem [8] we’re going to find solution in form:

f̂(x) =
l∑

i=1

αik(x, xi), (4)

where k is positive defined kernel [8].
The cost function, which needs to be minimized for ridge regression is:

l∑

i=1

(yi − αik(x, xi))
2 + λ

l∑

i=1

α2
i . (5)

The ridge model coefficients are given by: α = (K + λI)−1
y, where Ki,j =

k(xi, xj). We use Gaussian kernel in our study:

k(x, x′) = exp (−γ||x − x′||) . (6)
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Hence, each image is associated with its own set of parameters α. Overall, the
parameters are similar for images from the same class.

To build features separating several classes, we should use regression function
based on all images from training set. But it leads to the next issue — increasing
of regression problem training set size. To avoid increasing of the set size, only a
subset of training set for image can be used, it’s possible because a lot of vectors
in the training set are similar. Hence, only linear independent (in RKHS for
kernel k) vectors can be used from the training set.

5 Selecting of Linearly Independent Subset

Consider we need to select M linear independent vectors from set {xi}N
i=1. Let

φ(x) be a fixed finite dimensional mapping from domain space to Reproducing
Kernel Hilbert Space with kernel k, such that k(x, y) = 〈φ(x), φ(y)〉 [9].

Let’s use following iterative procedure [10]. On each step t, subset of vectors
Dt−1 = {x̃j}mt−1

i=1 have been collected, after t − 1 vectors were observed, where
{φ(x̃j)}mt−1

i=1 are approximately linearly independent vectors by construction. We
test if φ(xt) is approximately linearly dependent on subset Dt−1, if not we add it
to Dt−1, i.e. Dt = Dt−1 ∪ xt. Hence, all vectors x1, . . . , xt can be approximated
as linear combination of vectors Dt. xt is approximately linearly dependent on
set Dt−1, it means that it satisfies following condition:

min

∥∥∥∥∥∥

mt−1∑

j=1

ajφ(x̃j) − φ(xt)

∥∥∥∥∥∥

2

< δ, (7)

where δ is accuracy parameter.
To sum it all up, the set of method parameters a for each particular problem is

a set of linear independent neighborhood vectors, generated from all training set
images. Thus, feature vector is regression coefficients of approximation function.

6 Experiments with Test Images

Classification experiments on 2 sets of test images were performed, each set of
images consists of 2 classes (see Fig. 2 and 3). N indicates the number of linearly
independent vectors used, and S indicates the radius of non-causal neigborhood
(e. g. S1; N5 means that 3 × 3 non-causal neigborhood used and number of
linearly independent vectors was 5).

Non-linear SVM classifier [8,11] is used for experiments. Each class of images
is split into training set of 10 images and validation set of 100 images. Training
set is used to estimate parameters of feature calculation algorithm, that are
used to calculate features for images in test set. Then these features are used
for training of the SVM classifier. Accuracy of classification was investigated
for images distorted by additive and impulse noise, using the decision function
obtained on previous step. The results are shown in Fig. 4 and 5.
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Fig. 2. Sample images from 1st set

Fig. 3. Sample images from 2nd set
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Fig. 4. Effect of white and impulse noise on 1st image set: a — white noise, b —
impulse noise
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Fig. 5. Effect of white and impulse noise on 2nd image set: a — white noise, b —
impulse noise
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7 Conclusion

In our research work the general framework for estimating textural features,
which utilizes domain specific information from training set, is described. Pro-
posed method is used for formalization of features estimation algorithm based on
approximation of pixels dependency function, for images with markov random
field model.

The method has following advantages: domain specific features increase classi-
fication quality (in terms of correct classification probability); features are stable
to additive and impulse noise.
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Abstract. In this paper, we derive new shape descriptors based on a
directional characterization. The main idea is to study the behavior of
the shape neighborhood under family of transformations. We obtain a
description invariant with respect to rotation, reflection, translation and
scaling. We consider family of volume-preserving transformations. Our
descriptor is based on the volume of the neighbourhood of transformed
image. A well-defined metric is then proposed on the associated feature
space. We show the continuity of this metric. Some results on shape
retrieval are provided on Kimia 216 and part of MPEG-7 CE-Shape-1
databases to show the accuracy of the proposed shape metric.

1 Introduction

Shape characterization is becoming a crucial challenge in image analysis. The
increasing resolution of new sensors, satellite images or scanners provides infor-
mation on the object geometry which can be interpreted by shape analysis. The
size of data basis also requires some efficient tools for analyzing shapes, for exam-
ple in applications such as image retrieval. Reviews of proposed representations
can be found in [4,5]. One class of methods consists in defining shapes descrip-
tors based on shape signatures histogram signatures, shape invariant moments,
contrast, matrices or spectral features. A shape representation is evaluated with
respect to its robustness, w.r.t. noise and/or intra-class variability, compaction
of the description, its invariance properties and its efficiency in terms of com-
putation time. According to Zhang and Lu [5], the different approaches can be
classified into contour-based and region-based methods, and within each class
between structural and global approaches. In this paper we consider shapes as
binary silhouette of objects and concentrate on global approaches. Simple global
shape descriptors embed area, orientation, convexity, bending energy [6,7]. Usu-
ally, these descriptors are not sufficiently sensitive to details to provide good
scores in image retrieval. Distances between shapes or surfaces have been pro-
posed, such as the Hausdorf distance or some modification to reduce sensitivity
to outlier [8,9]. In this setting, the invariance properties can be obtained by tak-
ing the minimum distance over the corresponding group of transformation. A
key issue is to consider a metric for which the minimum is computed with a low
computational complexity.
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In this paper, we derive a 2D signature of shapes and propose a metric on the
associated feature space. The first idea consists of a description of the bound-
ary regularity by comparing the volume of the boundary neighborhood with the
shape volume. The second idea is to study the behavior of this descriptor under
shape transformations. We thus define a family of diffeomorphisms consisting in
expanding the shape in one direction and contracting it in the orthogonal direc-
tion. In that way, for a given detail, there exists at least such a transformation
enlarging its contribution to the descriptor and another one reducing it. We then
derive a well defined metric on the feature space, and show its performance for
shape discrimination on databases of various size.

We describe the proposed shape space and define a metric on it in Section 2. A
discretization of the metric is described and evaluated on two different databases
in Section 3. Finally, conclusion and perspectives are drawn in Section 4.

2 A Topological Description of Shapes

2.1 Shape Space

We consider shapes as 2D silhouettes of bounded objects in the image plane.

Definition 1. The pre-shape space S is the set of subsets of IR2 satisfying the
following conditions:

1. ∀a ∈ S, a is compact and connected, with a strictly positive area,
2. ∀a ∈ S, IR2 \ a is connected (a has no hole).

Let us consider a shape a ∈ S. Define the closed ε-neighborhood of the set a
in the sense of the Euclidean metric as Oε(a) = {x ∈ IR2 : e(x, a) ≤ ε}, ε ≥ 0,
where e(·, ·) is the Euclidean distance.

On this pre-shape space, we consider the Hausdorff metric (which is well-
defined, see, for example, [2]) for the sets in IR2:

ρ(a, b) = inf{δ > 0 : a ⊂ Oδ(b), b ⊂ Oδ(a)},
where a, b ⊂ S.

A shape space should embed some invariance properties. Let G be the group
of transformations of IR2 generated by rotations, translations, reflections and
scaling : G = SL±

2 (IR) × IR+. To define a shape space S isometry- and scale-
invariant, we consider:

S = S/G . (1)

For a given A ∈ S, we note r(A) = {a ∈ S : vol(a) = 1, G(a) = A}, where vol(·)
is the area of the set.

Therefore, on the shape space S, the Hausdorff metric becomes:

d(A, B) = inf{ρ(a, b) | a ∈ r(A), b ∈ r(B)}, (2)

where A, B ∈ S (note that this metric can be compared with the Procrustes
distance for sets consisting of finite number of points [3,1]). The proof of the
following proposition is not very hard and we will omit it due to the space limit.
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Proposition 1. d(·, ·) is a well-defined metric on S.

2.2 Volume Descriptor and Family of Transformations

The main idea of the proposed description is to characterize the behavior of
shapes under some transformations. These transformations aim at enlighting
small characteristic details. We first consider the volume behavior under some
dilation. Intuitively, this volume will increase more for sinuous shape boundaries
than for smooth shapes. Let us consider a shape a ∈ S. Idea of our shape
descriptor is based on analyzing the fraction

P ε(a) =
vol(Oε(a) \ a)

vol(a)
, (3)

where vol(·) is the area of the set. This parameter is well-defined (vol(a) �= 0).
We consider a family {F(θ,β)} of linear transformations of IR2 in order to ob-

tain more significant information about shapes. The goal of such transformations
is to emphasize ”features” of the shape in specific direction. These transforma-
tions are defined as follows:

F(θ,β) :=

(
β cos2 θ + 1

β
sin2 θ (β − 1

β
) sin θ cos θ

(β − 1
β
) sin θ cos θ β sin2 θ + 1

β
cos2 θ

)
, (4)

where θ ∈ [−π
2
, π

2
], β ≥ 1. Every F(θ,β) is β-times expanding in one direction

(with angle θ) and β-times contracting in orthogonal, so it is a volume-preserving
transformation.

For every set a ⊂ IR2, we obtain the map

a �→ P ε
(θ,β)(a) :=

vol(Oε(F(θ,β)a) \ F(θ,β)a)
vol(a)

, θ ∈ [−π

2
,
π

2
], β ≥ 1, ε > 0 . (5)

It is clear that P ε
(θ,β)(a) is a continuous function of ε, θ and β and P ε

(−π
2 ,β)(a) =

P ε
( π

2 ,β)(a). Note, that this function is a constant, if a is a ball (ε, β are fixed).
Let Rγ be the rotation by an angle γ. We have the following property:

Property 1. ∀θ ∈ [−π
2 , π

2 ], P ε
(θ,β)(Rγa) = P ε

((θ+ π
2 +γ)mod(π)−π

2 ,β)(a).

We consider Rx, the reflection with respect to x axis (horizontal line). We
have the following property:

Property 2. ∀θ ∈ [−π
2 , π

2 ], P ε
(θ,β)(Rxa) = P ε

(−θ,β)(a).

Let us denote R the group of transformations generated by Properties 1 and
2. The shape representation space R we consider for the fixed ε > 0 is then
defined by the following mapping:

Φ : S → R = C0([−π

2
,
π

2
] × [1,∞])/R,

A �→ P ε
(θ,β)(a)/R, a ∈ r(A), A ∈ S. (6)
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Fig. 1. Calf (top left) and the associated representation Pn(F(γ,β)). The bottom line
represents F(γ,β) for β = 2 and γ = 45, 90,−45, 0 (the shape is in black and the
neighborhood in grey).

On Figure 1, we can remark that the function Pn
(γ,β)(a) increases more in two

directions, corresponding to an extention of both the calf body and its legs.
We consider situation with no information about foreshortening and all rota-

tions are equally likely to occur. Finally, we consider the following metric on R:

l(Φ(A), Φ(B)) := inf
a,b

⎛

⎜⎝
∫

[−π
2 , π

2 ]×[1,∞]

(P ε
(θ,β)(a) − P ε

(θ,β)(b))
2 e−κβdβ dθ

⎞

⎟⎠

1/2

, (7)

where κ > 0 is a parameter, a ∈ r(A), b ∈ r(B). The integral on the right-hand
side converges due to P ε

(θ,β)(a) is almost linear function of β for β big enough.
We thus have defined a map between the shape space and the feature space.

Two similar shapes should be associated to close points in the feature space.
This property can be established by the continuity of mapping Φ with respect to
the metrics defined in both spaces. The proof of the following theorem we will
omit.

Theorem 1. Φ : (S, d(, )) → (R, l(, )) is a continuous map.

3 Implementation and Results

3.1 Discretization

In practice, to compute the distance between two shapes, we have to discretize
equation (7). When analysing the surfaces representing the function Pn(F(θ,β)a)
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on Figure 1 it is clear that the embeded information is redundant. Indeed, the
surfaces are very smooth, so that we can employ a drastic discretization scheme,
without loosing information. We consider n = 5 pixels neighbourhood.

Before computing the proposed feature, we normalize the shapes to V = 4000
pixels (area) in order to satisfy the scale invariance.

3.2 MPEG-7 CE Shape-1 Part-B Data Set

We first evaluate the proposed approach for the 7 classes of well-known MPEG-7
CE Shape-1 Part-B data set (70 classes, each class containing 20 similar objects).
Although the classes are quite distinct, this data set contains important within-
class variations (see [11]).

We consider four directions, θ ∈ {−π
4
, 0, π

4
, π}, and two expanding coefficients

β ∈ {3, 5}. The coefficient defined the metric is κ = 1
5
.

We consider the proposed metric between each pair of shapes (except itself of
course, cause distance is 0) and report in Table 1 the percentage of correct nth

neighbors for each class. The total correct answers correspond to 98% for the
first neighbors. If we consider the tenth neighbors, we still obtain a total score
of 85% of good retrieval. This shows the robustness of the proposed metric.

Table 1. Retrieval scores on the 7 classes of MPEG-7 database

1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th

Bonefull 95 70 85 85 90 85 85 85 70 75

Heart 100 100 100 100 100 100 95 95 95 100

Glas 100 100 100 100 100 100 100 90 100 95

Fountain 100 100 100 100 100 100 100 100 100 100

Key 100 100 95 100 95 95 90 90 95 95

Fork 95 90 65 70 65 75 65 75 70 60

Hammerfull 95 95 80 30 30 35 30 40 35 15

3.3 Kimia Database

We considered the extended database defined by Kimia. It consists of 216 shapes
divided into 18 classes (see [11]). We consider θ∈{90, 65, 45, 30, 0,−30,−45,−65},
and two expanding coefficients β ∈ {3, 5}. The global retrieval score is 91.2% for
the first neighbour, 80.1% for the second neighbour, 74.5% for the third neigh-
bour, 72.7% for the fourth neighbour and 63% for the fifth neighbour. It shows
the robustness of the proposed metric in case of a rather big database.

Our results for the first neighbour 91.2% (as well as 98% for the first database)
are comparable with 98% for SC-method and 100% stated recently in [10] for
Kimia 216 database. We besides have good result 80.6% for Bullseye score. It
shows good localization of different classes in feature space. Our descriptor is
very clear and transparent in implementation. It takes about 0.23 sec in Mat-
Lab(Pentium 4, 2Gb) to find the first neighbour for one image among 215 others.
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4 Conclusion

We have proposed a new metric on a shape space based on the shape properties
after applying family of diffeomorphisms. The proposed metric is well-defined
and continuous. Retrieval results on two databases, one of them consisting of
216 shapes, divided in 18 classes, have proven the relevance of this metric. Our
image descriptor is invariant with respect to rotation, reflection, translation and
scaling. We are currently studying the surjectivity of the associated mapping.
We conjecture that surjectivity holds, at least for star shapes. Further studies (in
particular 3-D shape retrieval) also include the definition of a shape classification
algorithm, based on this description.
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Abstract. This article deals with color image segmentation in the hue-
saturation-value space. Hue, saturation and value components are sam-
ples on a cylinder. A model for such data is provided by the semi-wrapped
Gaussian distribution. Further its mixture is used to approximate the
hue-saturation-value distribution. The mixture parameters are estimated
using the standard EM algorithm. The results are obtained on Berkeley
segmentation dataset. Comparisons are made with vM-Gauss mixture
model, GMM and Mean-Shift procedures. Experimental results reveal
improvement in segmentation by our method.

1 Introduction

Color image segmentation is becoming important in many applications since
color images are now easily available and can provide more information than
gray level images. A popular way to represent a color image is the RGB system.
However, due to its redundancy, many applications prefer the hue-saturation-
value (HSV) color system. Consequently, segmentation in HSV space becomes
crucial. In this article, we apply clustering based segmentation approach. The ba-
sic idea is to directly cluster the pixels in a certain color space by employing some
clustering algorithms. Such algorithms include Mean-Shift and normalized-cut
procedures [1] which are used widely. Segmenting an image into clusters involves
determining which clusters generate the image pixels, which is the hidden infor-
mation. Under this consideration, a mixture model based approach can be used.
This approach assumes a mixture distribution approximating the distribution of
image pixels. The mixture parameters can be estimated using expectation maxi-
mization algorithm. Such an earlier attempt was made by Carson et. al. [2] using
Gaussian Mixture Model (GMM). Later, Bougulia et. al. [3] considered the as-
pect of skewness of color bands and applied a mixture of Dirichlet distributions
for the joint distribution of RGB color spectrum.

The HSV system is a mixture of angular (hue) and linear (saturation, value)
data. Mere linear mixture models may fail to model the hue distribution. Hue
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can be represented by a random variable Θ ∈ [0, 2π). A direct modeling of
Θ can be avoided by transforming it into its linear representation (cos θ, sin θ)
and applying a linear mixture model. However the pair (cos θ, sin θ) may be
highly correlated, thus may pose the problem of singularity of the covariance
matrix for some mixture components. Instead, we use the wrapped Gaussian
distribution [4] for Θ. This distribution is a wrapping of linear Gaussian distri-
bution around a circle. To cope with the circular-linear characteristics we need
to wrap only one variable (corresponding to Θ) of a multivariate Gaussian dis-
tribution, whereas the other unwrapped variables represent linear portion. This
distribution is termed as semi-wrapped Gaussian distribution [5]. Its mixture is
used to approximate the HSV joint data distribution. An alternative model in
hue-saturation (HS) space was suggested by Roy et. al. [6] using a mixture of
vM-Gauss distribution. However, joint distribution in HSV space has not been
proposed yet. An EM algorithm is designed to estimate the mixture parameters.
The Berkeley segmentation Dataset [7] is used to test the performance of the
methods. We compare our segmentation with vM-Gauss mixture model, GMM
and Mean-Shift algorithms using probabilistic rand index.

2 Semi-wrapped Gaussian Distributions: Description and
Mixture

Our aim is to devise a mixture of multivariate Gaussian distributions having
both circular and linear variables. In this context, the wrapped Gaussian is
a suitable choice. Otherwise, the von Mises distribution can replace wrapped
Gaussian. However, forming a joint distribution using von Mises is difficult. Thus,
in spite of the practical drawbacks in the parameter estimation, the wrapped
Gaussian distribution, is chosen. The remaining part of this section presents a
brief overview on semi-wrapped Gaussian distribution, and its mixture.

2.1 Wrapped Gaussian Distribution

In particular, for Nμ,σ(x) being a univariate Gaussian distribution the wrapped
univariate Gaussian distribution is defined as follows.

Nw
μc,σc(υ) =

∑

w∈Z

Nμ,σ(υ + 2wπ) (1)

where υ ∈ [0, 2π). Nw
μc,σc(υ) is unimodal and symmetric about μc. It can be

shown that the circular mean and variance (μc, σc) are related to linear mean
and variance (μ, σ) by the equations μc = μ(mod 2π) and σ2 = −2 log(1 − σc).
In a similar way the multivariate Gaussian distribution can be wrapped onto a
sphere to obtain the wrapped version.

2.2 Semi-wrapped Gaussian Distribution and Mixture

Let us consider an HSV image. Then, the hue component is angular, whereas sat-
uration and value components are linear. For such situations, a suitable modeling
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should employ a distribution that is wrapped in the angular and non-wrapped
in the linear dimensions. The semi-wrapped Gaussian distribution [5] serves this
purpose well enough. For simplicity we assume only the first variable (Θ) is
angular (this really is for our problem) and others (x) linear. With these specifi-
cations the semi-wrapped Gaussian distribution can be formed by wrapping the
first variable of a multivariate Gaussian distribution. Its density is given by:

N sw
μc,Σc(θ,x) =

∑

w∈Z

Nμ,Σ(θ + 2wπ,x), (2)

with mean μc and covariance matrix Σc.
Let us now define the mixture model of K semi-wrapped Gaussian distribu-

tions (SWGMM). The density of the mixture is given by:

f(θ,x|Ξ) =
K∑

h=1

P (h)N sw
Ξh

(θ,x). (3)

where P (h)(0 ≤ P (h) ≤ 1 and
K∑

h=1

P (h) = 1) are the mixing proportions,

N sw
Ξh

(θ,x) is the semi-wrapped Gaussian distribution representing the hth com-

ponent of the mixture and Ξh is the set of parameters of the hth component. The
symbol Ξ = (Ξ1, . . . , ΞK , P (1), . . . , P (K)) refers to the entire set of parameters
to be estimated.

3 Maximum Likelihood Estimation

Let ℵ = p1, . . . , pN be a finite set of N samples drawn independently from the
SWGMM. Here pi = (θi,xi) is a circular-linear data. To maximize the likeli-
hood function, the expectation maximization (EM) is widely used. The cluster
information and wrapping are the hidden variables. The standard EM settings
express the distribution of hidden variables by:

q(h, w|pi) =
P (h)Nμ

h
,Σh

(pi + 2wπ)
K∑

l=1

P (l)N sw
Ξ l

(pi)
. (4)

Here pi+2wπ indicates the tuple (θ+2wπ,x). The EM algorithm maximizes the
log-likelihood modified by the inclusion of q(h, w|pi). To maximize the modified
log-likelihood we may go independently for a priory probabilities P (h) and the
parameters Ξh. The a priori probabilities can be found out with:

P (h) =
1
N

N∑

i=1

∑

w∈Z

q(h, w|pi). (5)
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The expressions for μc
h and Σc

h are quite similar to the linear Gaussian mixture
and obtained using:

μc
h =

N∑
i=1

∑
w∈Z

q(h, w|pi)(pi + 2wπ)

N∑
i=1

∑
w∈Z

q(h, w|pi)
(6)

Σc
h =

N∑
i=1

∑
w∈Z

q(h, w|pi)(pi + 2wπ − μc
h)(pi + 2wπ − μc

h)T

N∑
i=1

∑
w∈Z

q(h, w|pi)
. (7)

In practice w hold values −1, 0 and 1. We continue writing w ∈ Z for complete-
ness.

4 Color Image Segmentation

Let us assume that the hue, saturation and value components of an HSV image
arise from a SWGMM (Eq. 3). The EM method estimates mixture parameters
by iterating expectation (Eq. 4) and maximization steps (Eqs. 5, 6 and 7). These
steps iterate until the log-likelihood stabilizes. We apply K-Means algorithm on
HSV image to obtain initial clustering. Initially, μc

h and Σc
h are estimated as

follows.

μc
h =

Nh∑
i=1

∑
w∈Z

(pi + 2wπ)

Nh
and Σc

h =

Nh∑
i=1

∑
w∈Z

(pi + 2wπ − μc
h)(pi + 2wπ − μc

h)T

Nh
.

(8)
The a priori probabilities are set with P (h) = Nh

N where Nh is the number of
elements in hth cluster. In order to detect the number of clusters automatically
we use the Schwarz’s Bayesian Information Criterion (BIC). Optimum value
of K is the first local minimum of BIC. Note, for the gray portions, the hue
becomes undefined. We separate out the gray portions before employing EM.
A separate clustering should be employed with the gray portions. Yet, here we
encounter only a few gray pixels mostly in the background and thus leave them
to minimize time complexity.

5 Evaluation of Segmentation

To evaluate the quality of segmentation algorithm we have to compare the result-
ing clusters with the ground-truth segmentations. A good survey on evaluation
methodologies can be found in [8]. Recently, Unnikrishnan et. al. [9] proposed a
Probabilistic Rand Index (PRI) which is a generalization of classical Rand Index.
The PRI is further applied to evaluate a color segmentation procedure designed
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(a)

(b)

(c)

Fig. 1. (a) Example images of Berkeley segmentation dataset. Image Ids are (from
top left to right) “24063”, “100075”, “112082” and “376020”. (b)(c) Corresponding
segmentations in HS and HSV space respectively.

by Ilea and Whelan [10]. The PRI allows comparison of a test segmentation with
multiple ground-truth images by evaluating the pairwise relationships between
pixels. It takes values in the range [0, 1], where a higher PRI value indicates a
better match between the segmented result and the ground-truth data. In this
study we use PRI to evaluate the segmentation process.

6 Results and Discussions

The Berkeley segmentation dataset [7] contains several color images of natural
scenes. The images contain at least one distinguishable and identifiable object
embedded in a natural scene. The images we consider have ground-truth in the
form of manual segmentation performed by several users independently. Let us
now present some results after running the algorithm in HS (Fig. 1(b)) and
HSV (Fig. 1(c)) space. Visually it is difficult to assess which segmentation is
better. This can be done using the PRI. We compare SWGMM with the mix-
ture model of vM-Gauss distribution (vMGMM), the GMM and the Mean-Shift
procedures (last two in RGB). The comparison results are presented in Fig. 2.
The Mean-Shift performs better for a few images. The GMM, on the other hand,
outperforms Mean-Shift in most cases. The vMGMM assumes independence of
hue and saturation. By noting that SWGMM outperforms vMGMM, we could
conclude, the correlation present in hue, saturation and/or value should be cru-
cial for segmentation. The SWGMM in HSV space can show better performance
for some image than GMM and Mean-Shift. A detailed statistical study may
reveal the significance of the results. We are in a process to design that.



Color Image Segmentation Using a Semi-wrapped Gaussian Mixture Model 153

24063 100075 112082 376020 113044 153077 296059 94079
0.6

0.65

0.7

0.75

0.8

0.85

0.9

Image Id

P
R

I v
al

ue
s

SWGMM−HS
vMGauss−HS
SWGMM−HSV
GMM−RGB
Mean−Shift−RGB

Fig. 2. Comparison of different segmentation algorithms with respect to PRI

7 Summery and Future Scope

We study the problem of color image segmentation in HSV space. A mixture of
semi-wrapped Gaussian distributions is used to model hue, saturation and value
data. Results and comparisons are on Berkeley segmentation dataset. Future
work may include the study of different forms of joint distributions on circular-
linear data.
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Abstract. We present a novel perception-driven approach to low-cost
tele-presence systems, to support immersive experience in continuity be-
tween projected video and conferencing room. We use geometry and spec-
tral correction to impart for perceptual continuity to the whole scene.
The geometric correction comes from a learning-based approach to iden-
tifying horizontal and vertical surfaces. Our method redraws the pro-
jected video to match its vanishing point with that of the conference
room in which it is projected. We quantify intuitive concepts such as the
depth-of-field using a Gabor filter analysis of overall images of the con-
ference room. We equalise spectral features across the projected video
and the conference room, for spectral continuity between the two.

Keywords: Tele-presence, Homography, Texture Transfer, Perceptual
Continuity, Spectral Correction.

1 Introduction

This paper presents a perception-driven approach to low-cost tele-presence sys-
tems. An immersive experience to a tele-presence system (so that the projected
video of another room appears to be ‘continuous’ with regard to the people in
the room, for instance) can come with ‘normalisation’ of two parameters: the
geometry, and the spectral characteristics, in the projected video. We present
an approach driven by perceptual cues and cognitive results, to enable the same
in a low-cost video conferencing system. To the best of our knowledge, such an
approach has not been reported before in the literature.

A teleconferencing system represents an elaborate set of projection systems
that allow rendering of 3-D objects from a real environment in specific 2-D
perspectives on a projective surface with a real environment depending on the
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projection angle of the camera. Such a technologically mediated communication
involves certain degree of ‘presence’ or a ‘feeling of being there’ that allows the
conferees to respond realistically to events and situations in the projected to
real environment. Perception of such extensions may occur due to geometrical
alignments, rendering of objects, and illumination patterns between real and
projected environments. The present ‘state of the art’ teleconferencing systems
utilize very high-end studios congruent in geometrical alignments and illumi-
nation patterns to enhance this ‘same-room effect’. However, providing exactly
similar environments for the virtual and the real counterparts is often difficult to
achieve and may not provide a ‘seamless’ integration of the real and the virtual
environments. There are obvious constraints associated with such a system, like
small size and relative independence of location of the projection screen that
drives the need for designing a cognitive cue-based geometrical and spectral cor-
rection algorithm for an ‘immersive’ experience during conferences. Hence we
favour a scene recognition approach to the problem over the current reconstruc-
tion techniques and introduce an algorithm that leads to an enhanced visual
continuity. This is achieved by extracting semantic category information and
visual congruence.

In this paper, we present the results of a computational approach based
on classification and organisation of tele-presence video conferencing frames
into congruent and non-congruent domains with respect to projected-to-real
symmetry-based continuity and depth perception of the two scenes. We utilise
lower level information such as textures and perceptual feedback to build up a
confidence contour of the context and compute the perceptual difference between
the two contexts. Further, our method minimizes the perceptual difference by
adjusting the intermediate level properties used for identification of contexts.
The perceptual cue used is the continuity of vanishing lines from the projected
images, matching the vanishing lines in an image of the conference room. Our
method scores on three points: determination of the spectral match between
real-to-projected environments, a continuous organisation between the real and
the projected environments and determination of a geometric alignment match
between the projected and real scenes.

2 Tele-presence and Video Conferencing

A scene may be described with reference to the observer who has a ‘fixated point
of view’ in an image. Oliva and Torralba [5] propose to consider the absolute
distance between the observer and the fixated zone as a principal property to
define a ‘scene’. A ‘view on a scene’ begins when there is actually a larger space
between the observer and the fixated point, usually after 5 meters (typically it
refers to a single image in image processing/computational vision). In a video
conferencing situation however, an ambiguity in the perception of the fixated
point is created by introducing a projected image (thereby creating at least
a two scene system). Perception of a video conferencing scene may therefore
be defined as a composite of two scenes where the fixation point is altered by
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an introduction of a projected scene. We seek to create a ‘unified’ scene in
two different ways. First, we try to align the geometry of the two scenes in a
computationally simple method (Section 3). Next, we seek to unify the spectral
characteristics of the projected video, and a conference room, using low-level
features which are descriptors of a higher level percept (Section 4). This creates
a visual illusion of the same room in such a composite scene by describing feature
composites to yield higher level features. The human visual system uses this for
fast and efficient detection of scene congruence between the projected and real
environments.

3 Geometric Correction: Novel View Generation

The first step in our approach is to correct for the geometry of the projected video
scene, so that it appears to be perceptually ‘continuous’ with the geometry of
the room in which the video is projected. There is a wealth of literature on novel
view generation, given either a number of views, or a single one. (Representative
references for the two are [2] and [1], respectively). For multiple views, for a
slowly moving camera, one can establish correspondences between different views
of the same scene (using any tracker, for instance). A typical approach first
computes the projective structure, and using further constraints, updates it to
affine, metric or Euclidean, depending on the nature of the constraints. For the
single view method, again one needs specific constraints [1]. These methods are
computationally complex, and often quite cumbersome.

We adopt a different methodology - one based on the ideas of Hoiem, Efros
and Hebert [3]. This is a fully automatic method for creating a 3-D model from
a single photograph. We use their basic idea of trying to statistically model
geometric classes defined by their orientations, rather than trying to recover
the precise geometry. In our case, we learn labels corresponding to coarse cat-
egories ‘horizontal’, ‘vertical’, and ‘background’ from representative images of
video conferencing scenes. Based on the statistical learning of the labels, given
a new video conferencing scene, the algorithm segments image regions, groups
them together, and then uses the learnt information into the three categories,
and then attempts to recreate the structure of the scene for the three categories.
Given the estimated structure for the horizontal and vertical segments for in-
stance, we specify sample camera parameters for the new viewpoint. The new
viewpoint is estimated according to the orientation of the lines in an image of
the video conferencing environment. We adopt a Hough transform-like approach,
and vote on the different possible vanishing points (otherwise known as the FoE:
‘focus of expansion’) within the image of the video conferencing room in ques-
tion. We assume that the one getting the highest vote is the required point,
and we orient the camera parameters in order to project the above estimated
structure on the projection screen in the video conferencing room, in order to
equalise the two vanishing points. This is the essence of trying to ‘equalise’ the
two viewing geometries. Fig. 1 shows two examples of using such an automatic
correction for the projected frames. In the first one, the desired image has the



Perception-Based Design for Tele-presence 157

Fig. 1. Geometric Correction for two cases: each case shows the uncorrected, and the
‘corrected’ image, side-by-side. Details in Section 3.

principal vanishing point somewhere towards the centre of the image. This is
slightly to the left, for the second example. The algorithm performs a texture
mapping for each planar surface, and pastes this on the new projected orienta-
tion of the planar surface, using a homography between the planes in the two -
the original image, and the projected image in the new orientation.

The above method - while being simple and easy to compute, suffers from
obvious generalisation limitations. It works well for planar surfaces whose overall
orientations are estimated well. For complex objects and non-planar ones such
as human beings, the method fares poorly. For such cases, we use a simple
heuristic. We can extract moving objects such as human beings using a simple
but robust motion estimation algorithm, such as [4]. This algorithm segments
out any number of foreground objects relatively quickly, against a slowly moving
or static background, which is the case in any video conferencing application.
The planar regions can be placed at their re-oriented locations, and the other
objects pasted on top. The ‘background’ labelled regions are projected using a
texture map homography.

The geometric alignment achieved in the previous section renders video frames,
where the scene is conceived of as an ‘image-within-an-image’. This alignment
also allows us to ‘equalise’ the spectral parameters in the foreground and back-
ground of this composite scene, which completes the illusion of perceived conti-
nuity. This gives the entire scene a cognitively congruent interpretation.

4 Spectral Correction

We perform spectral correction between the given conference room, and the
video that is projected in it. We take images of the conference room, and con-
sider the projected video that has been subjected to the geometric correction of
the previous section. We consider images in a ‘perceptual colour space’ such as
the HSI (Hue-Saturation-Intensity) model. Initial results of our perceptual con-
tinuity experiments suggest that users get a better immersive experience with
regard to the following three parameters. First, it is easy to have an overall hue
of yellow in the conference room. We specify the histogram in the hue parameter
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in the projected video, to peak around yellow. Next, we perform a histogram
equalisation on the saturation and intensity components.

We described the organisation of the projected-to-real tele-presence scenes
along two semantic axes providing an ideal Spectral and Geometric Matching
Template (SGMT) (i.e., from general indoor scenes to specific video conferencing
scenes; from highly textured ‘indoor’-scapes to no textures, from ‘deep’ rooms to
‘shallow’ rooms and from ‘artificial’ to ‘natural’ indoor scenes with respect to an
alignment of vanishing lines). All images were pre-processed to reduce the effects
of large shadows that may hide important parts of the scene and to minimize
the impact of high contrasted objects which would disturb the power spectrum
shape of the background image. First, we apply a logarithmic function to the
intensity distribution. Then we attenuate the very low spatial frequencies by
applying a high pass filter. Next, we apply an adjustment of the local standard
deviation at each pixel of the image. This makes large regions of the image being
equally bright.

To create the semantic axes, we choose two sets of prototypical scenes that
determine the two extremities of the proposed semantic axes: ‘shallow’ – ‘deep’,
and ‘continuous’ – ‘discontinuous’. We extract spectral parameters (quantised
PCA values from the output of a Gabor filter bank: details below) from the
exemplar images, and use them to numerically quantify the extremities. A dis-
criminant analysis computes the axes that both maximises the distance between
the two prototypical groups and minimises the standard deviation of the images
belonging to the same group.

The transfer function of each Gabor filter is tuned to spatial frequency fr in
the direction determined by the angle θ:

G(fx, fy) = K exp(−2π2(σ2
x(f ′

x − fr)2 + σ2
y)f ′2

y) (1)

where f ′
x and f ′

y are obtained by rotation of the spatial frequencies f ′
x =

fx cos θ + fy sin θ and f ′
y = −fx sin θ + fy cos θ. σx and σy give the shape and

frequency resolution of the Gabor filter. K is a constant. The full set of filters is
obtained by rotation and scaling of this expression. This gives a high frequency
resolution at low spatial frequencies and a low frequency resolution at high spa-
tial frequencies. The values σx and σy are chosen in order to have coincidence
in the contour section of the magnitude at -3 dB. Given an image, its semantic
content is invariant with respect to a horizontal mirror transformation of the im-
age. Therefore, we compute the symmetric energy outputs of the Gabor filters
which are invariant with respect to a horizontal mirror transformation:

Γfr,θ
=

∫ ∫
|I(fx, fy)|2[G2

fr,θ
(fx, fy) + G2

fr,π−θ
(fx, fy)]dfxdfy (2)

where |I(fx, fy)|2 is the power spectrum of the image, Gfr ,θ and Gfr,π−θ are two
Gabor filters tuned to the spatial frequencies given by the radial frequency fr

and the directions θ and π − θ. We then use normalised features:

Γ̃fr,θ
= (Γfr,θ

− E(Γfr,θ
))/std(Γfr,θ

) (3)
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where E and std are the mean and the standard deviation of the features Γfr,θ

computed over the entire image database. For each image, we have a feature
vector defined by the collection of Γ̃fr,θ

obtained at different frequencies and
orientations. We reduce the dimensionality of this large feature output using
PCA. In our experimentation, we take the first 10 coefficients as the required
features - we have empirically found this value to be suitable for our experiments.

The above procedure establishes the two ends of the semantic axis, described
above. Given a new image, we subject it to the same procedure - the first 10
coefficients of a PCA of the output of the Gabor filter bank, and plot the closest
point (distance of least approach - the perpendicular from the point to the line
in 10-dimensional space). The same image is rated on the above continuity and
depth scales by human raters as well.

5 Conclusion

A projected video in a conference room - this paper envisages an immersive
experience for participants in the room by ‘equalising’ geometric and spectral
features in the projected video. This paper represents work in progress. We
plan to experiment with various histogram features and modelling aspects in
the colour space distributions, as inputs to perceptual experiments of visual
continuity. We plan to extend our work to multiple displays with geometric
correction induced by head movements of participants. Such rendering is possible
using binaural cues needed for spatial discrimination [6]. We intend to make the
system more robust by planning perception experiments, where the scene is
visualised in noisy video environments.
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Abstract. In many medical examinations, image or video based auto-
matic schemes are preferred over conventional approaches. Such schemes
can greatly increase the efficacy and accuracy of various medical exami-
nations. The work proposed in this article presents an image processing
based method to automate adductors angle measurement which is carried
out on infants as a part of Hammersmith Infant Neurological Examina-
tion (HINE). It is used for assessing neurological development of infants
aged below two years. During HINE, postures and reactions of the infant
under consideration are recorded. An overall score is estimated and used
to quantify the neurological development index of the baby. In the con-
ventional approach, for measuring adductors angle, doctors use rulers.
The proposed method uses image segmentation and thinning techniques
to measure the angle without involvement of rulers. Results show that
the proposed scheme can be used as an aid to the doctors for conducting
such examinations.

Keywords: Adductors Angle, Skeleton Generation, Image Segmenta-
tion, Neurological Assessment.

1 Introduction

Nowadays, computer vision based techniques are frequently used to improve
various health-care services. Sophisticated instruments equipped with state-of-
the-art video technologies are widely used in conducting medical examinations
and tele-consultations. For example, video conferencing based tele-medicine ap-
plications, automatic analysis of X-ray, MRI, CT images and video EEG signals
are popular in medical community. These technologically advanced tools can
significantly improve the average turnaround time of examinations.

A widely used neurological examination which is conducted on infants of less
than two years of age is the Hammersmith Infant Neurological Examination
(HINE) [6]. The examination is carried out repetitively at the ages of 3, 6, 9, 12
months and onwards. An overall score is estimated to quantify the neurological
development of the baby at the time of examination. The score is estimated us-
ing examination outcomes which are broadly classified into three groups namely,
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Neurological Items, Motor Milestones and Behavior. Among these three, the first
group deals with the neurological development and it has five subgroups named as,
cranial nerve function, postures, movements, tone, reflexes and reactions. Accord-
ing to HINE specification, all examinations under these subgroups are quantified
by scores between zero to three. A score of three signifies that the development
of the baby is normal and zero means abnormal. The remaining two groups deal
with motor and behavioral development. There is no such standard scoring scheme
available for motor development whereas behavioral development is a subjective
evaluation [6].

Fig. 1. Sample image of conventional adductors angle measurement with reference
templates and scores. The image was captured at the HINE clinic of the Neonatology
department of IPGMER and SSKM Hospital, Kolkata, India.

In order to have accurate estimation of neurological parameters, video and
image processing based algorithms can be developed to facilitate estimation of
parameters like adductors, popliteal angle, ankle dorsiflexion, arm protection,
pulled-to-sit, etc.Though, several applications inmedical informatics domainadopt
computer visionbased approaches, noneof themattempted to automateHINE.For
example, Bhatt et al. [2] have proposed a video based scheme for recognizing ges-
tures of baby to automatically detect accidental events. Similarly, the application
developed by Singh et al. [15] is a tele-monitoring system for remote surveillance
of infants. It was developed using safe, compact and non-invasive sensors to record
the movements of a baby with a client / server based approach. Similar kinds of
applications are also found in health-care domain which adopt computer vision
based techniques. For example, a simulation based infant behavior analysis using
a virtual environment is proposed in [14] where the authors have tried to avoid
situations related to behavioral accidents. The authors of [4] have proposed an ap-
plication that can be used to record the videos and patient details during HINE.
However, there is no work reported in the literature that tries to automate the ex-
aminations of HINE through image or video processing based algorithms. There-
fore, till date, doctors conduct and record the outcomes of HINE manually.

In the chart proposed by Dubowitz et al. [6], there are a few examinations
which are related to angle measurement of various human body parts. We have
selected one of those examinations for automation. The examination is called
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as adductors angle measurement. In Fig. 1, a sample image of the scene during
adductors angle measurement is shown with reference templates and scores. It
has been observed that during examinations involving measurement of various
angles, especially adductors angle and popliteal angle, the examiner often finds
it difficult to keep the baby in a stable state. Since the baby moves frequently,
placing a ruler across body parts for angle measurements become difficult. In
addition to that, often the baby starts showing sign of uneasiness during these
examinations. This has motivated us to design image processing based algorithms
to help the doctors during angle measurement examinations.

2 Proposed Angle Measurement Scheme

During adductors examination, the angle between the thighs of the infant at supine
posture is measured and a score is assigned according to the reference templates
(refer to Fig. 1). In the conventional approach, the examiner stretches the legs of
the infant and rulers are used to measure the angle between the thighs as shown
in the figure. An image based automatic scheme is proposed in this work. After
surveying the HINE clinic of the Neonatology department of Institute of The Post-
Graduate Medical Education & Research (IPGMER) and Seth Sukhlal Karnani
Memorial (SSKM) Hospital, Kolkata, India, it was observed that a single camera
is sufficient to capture the scene of the examination.The examinationdesk has been
covered with soft mattress. This was done in accordance with the well established
setup of the HINE clinic of the hospital. Normally, all clothings are removed from
the baby before examination commences. Since the measurement of the adductors
angle is recorded only when the expert feels first resistance from the infant while
stretching the legs, we have captured one image per baby.

2.1 Segmentation and Binarization of Image

Estimation of adductors angle can be automated using the following image pro-
cessing steps. First, a color based segmentation algorithm is used to distinguish
between the background and foreground parts. Since the background is controlled,
a color based separation is possible. We have tested with various popular image
segmentation schemes that are commonly used for natural image segmentation [3],
[8]–[11]. Performance of mean-shift based segmentation scheme proposed by Co-
maniciu et al. [3] for the images of the domain under consideration has been found
to be satisfactory. Also, the authors of [5] and [12] have shown in their work that
mean-shift outperforms other algorithms in terms of quality. After segmentation,
small and insignificant regions are merged with surrounding regions of larger size
and importance (see Fig. 2b). To separate the foreground object (infant at supine
and hands of the examiner) from the background, region that is dominated by
human skin color is selected. A binary image is produced where the black pixels
represent foreground and white pixels represent background (see Fig. 2c).

2.2 Skeletonization of Binary Object
Next, a widely used thinning scheme based on safe point thinning algorithm
(SPTA) [13] is applied on the foreground objects. SPTA iteratively removes the
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boundary points of the object from all directions and finally produces a thinned
object. Some examples of thinned objects are shown in Fig. 2d. Since the thinning
algorithm produces noisy outputs, measurement of angle between the legs of the
infant using these outputs is difficult. Thus, for better estimation, a filtering
process has been proposed which successfully removes insignificant edges and
produces usable skeleton image of the baby.

Fig. 2. a. Original images b. Segmented images using mean-shift [3] and region merging
with spatial bandwidth (hs) = 7 and range bandwidth (hr) = 12.5 and minimum region
area = 400 pixels c. Binarized outputs d. SPTA based thinning [13] e. Outputs after
proposed filtering using T = 0.1.

2.3 Filtering

Let, the thinned object generated using the SPTA algorithm be represented by a
graph G(V, E) where the segments of the skeleton are considered as graph edges
and joining or end points of the segments are denoted by nodes. An edge is
marked as a hanging edge when one of its vertices is a leaf node. Set of hanging
edges is denoted by H where H ⊆ E. Next, a greedy algorithm is adopted that
iteratively removes the smallest edge out of all edges hanging from an interme-
diate vertex (see Algorithm 1). The algorithm is capable of removing small
and insignificant hanging edges and produces a filtered output G(V ′, E′). The
filtering steps are elaborated with a synthetic example shown in Fig. 4. Inter-
mediate nodes and the leaf nodes are colored differently for better visualization.
The proposed scheme produces filtered skeleton images as shown in Fig. 2e. Us-
ing these filtered graphs, adductors angle can be measured. The threshold T as
mentioned in the filtering algorithm is normally set to 10% of the largest edge
of the entire graph.
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Input: Skeleton produced by SPTA { G(V, E)}
Output: Filtered output {G(V, E)}
forall h ∈ H do1

if length(h) < T then2

H = H − h;3

E = E − h;4

forall h1 ∈ H AND h2 ∈ H do5

if h1 AND h2 are connected to same intermediate vertex then6

if length(h1) > length(h2) then7

E = E − h1;8

else9

E = E − h2;10

if No change in the graph in successive iterations then11

Stop the algorithm and return {G(V, E)};12

Algorithm 1. Filtering after SPTA based skeletonization

Fig. 3. Outputs at various intermediate steps of the filtering process a. Initial skeleton
b. Intermediate skeleton c. Final skeleton.

2.4 Adductors Angle Measurement

The reduced graph generated by Algorithm 1 is used for estimating adductors
angle. In the graph, we search for the intermediate node A of G(V ′, E′) as shown
in Fig. 3c. It is expected to be the joining point between two thighs since the
baby is placed supine with an upside down view with respect to camera. Next,
two straight lines are fitted along the edges representing the thighs of the baby
using least square approximation method. Finally, the angle between the straight
line segments denoted by AB and AC is estimated (refer to Fig. 3c).

3 Results and Discussions

We have recorded visuals of adductors angle measurement for 50 babies at the
HINE clinic of SSKM hospital. Out of these 50 cases, the proposed filtering
algorithm was capable of generating usable skeletons for 46 images. Comparative
results using the proposed scheme with respect to ground truths are shown in
Fig. 4. We have plotted the ground truths recorded by the experts and angle
measured by the proposed scheme in the graph. In the graph, x-axis and y-axis
denote sample number and angle in degree. It is evident from the graph that
the results agree with ground truth measurements (angle measured by doctors)
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for majority of the samples. In the next part of the analysis, classification with
respect to ground truth scores is presented (see Table 1).
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Fig. 4. Comparison of automatic measurement with respect to ground truths recorded
during adductors angle measurement at SSKM hospital.

Since the scoring is done based on a range of angles, effect of errors in estimating
the scores is less. Thus, high precision and recall is achieved. Fig. 5 shows some
results of abductors angle measurement. For better visualization, we have drawn
two thick straight lines (colored white) along the thighs of the baby and measured
the angle between them.

Table 1. Classification of Results with respect to Recommended Scores of the HINE
Chart

80o < θ < 150o 150o < θ < 170o θ < 80o

Score: 3 Score: 2 Score: 0

GT(46) 33 6 7
Outcomes TP FP FN TP FP FN TP FP FN

32 1 1 6 1 0 7 1 0
Precision 96.96% 85.71% 87.5%
Recall 96.96% 100% 100%

GT: Ground Truth, TP: True Positive, FP: False Positive, FN: False Negative

Fig. 5. Results of abductors angle measurement on some of the sample images collected
from IPGMER and SSKM Hospital

4 Conclusion and Future Directions

In this work, an image processing based algorithm has been proposed that can be
used to measure the adductors angle of infants during HINE. This can be used to
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automate the neurological assessment process. Since rulers and other measuring
instruments have to be used in a conventional approach, an automated scheme
will reduce the workload of the examiner to a considerable extent. Though, in a
few cases, our algorithm fails to measure the angle precisely, identifying range of
angle instead of exact value is possible with high accuracy. Other examinations
like measuring the popliteal angle, curvature in ventral suspension and ankle
dorsiflexion can be automated using similar techniques.
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Abstract. This paper presents an iterative Content Based Image Re-
trival(CBIR) system with Relevance Feedback (RF), in which M-band
wavelet features are used as representation of images. The pixels are
clustered using Fuzzy C-Means (FCM) clustering algorithm to obtain an
image signature and Earth Mover’s Distance (EMD) is used as a distance
measure. Fuzzy entropy based feature evaluation mechanism is used for
automatic computation of revised feature importance and similarity dis-
tance at the end of each iteration. The performance of the algorithm is
tested on standard large multi-class image databases and compared with
MPEG-7 visual features.

Keywords: Relevance Feedback, Edge Histogram Descriptor, Color Struc-
ture Descriptor, Feature Evaluation Index.

1 Introduction

Content Based Image Retrieval (CBIR)[1] which aims at retrieving similar im-
ages from a large database by measuring visual similarities between the query
image and database images based on automatically derived features like color,
texture etc. has become a potential area of research. The performance of a CBIR
system strongly depends upon the availability of suitable features for proper rep-
resentation of semantic aspects automatically and suitable similarity distance
measures.

The major problem in the conventional CBIR, is the semantic gap between
visual perception of a scene and feature based representation of the scene image.
To bridge this gap, user’s feedback has come into picture in an interactive man-
ner which is popularly known as Relevance Feedback (RF)[2]. Although several
solutions for suitable feature extraction and RF have been proposed, but results
achieved so far are not fully upto the user’s expectation. Efficient feature extrac-
tion mechanism which keeps computation minimum and suitable RF mechanism
is still an important research issue.

Wavelet transform based low level features provide an unique multiresolution
analysis and highly suitable for characterizing textures of images[3]. Wang et
al.[4] have used a 2-step algorithm using subband variances of wavelet coeffi-
cients for image retrieval applications. Cheng et al.[5] have used M-band wavelet
transform based histogram for content based retrieval of aerial images.
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The relevance feedback which is a post-retrieval step for enhancing the re-
trieval results[1] mainly uses two approaches (a) “weighing approach” where
higher weight is given to emphasize important features (b) “probability ap-
proach” where the information representing the query image is modified to make
it more similar to the positive images than negative images, according to user
feedback. Zin et al.[6] have proposed a feature re-weighting technique by using
both the relevant and the irrelevant information, to obtain more effective results.

We propose a fuzzy entropy based RF method using EMD by considering both
relevant and irrelevant images to adjust automatically the weights of the M-band
wavelet features. The results are compared with MPEG-7 visual features which
has become almost standard norms for the evaluation of newly proposed image
features for CBIR system.

2 M-band Wavelet and Distance Measure

1. M-band Wavelet: An M-band wavelet system forms a tight frame for func-
tions f(x) ∈ L2(�) with (M-1) unitary wavelet filters[7] is given by

f(x) =
∑

k

c(k)ϕk(x) +
∞∑

k=−∞

∞∑

j=0

M−1∑

i=1

M j/2di,j(k)ψ(M jx − k) (1)

where ϕk is the scaling function and ψ are the wavelet functions respectively
and are associated with the analyzing (or synthesizing) filters. The wavelet co-
efficient is c(k) =

∫
f(x)ϕ(x − k)dx and the expansion coefficient of coarser

signal approximation is di,j(k) =
∫

f(x)M j/2ψ(M jx − k)dx. The scaling func-
tion and (M-1) wavelet function also define a Multiresolution Analysis(MRA)and
the subspaces form an orthogonal decomposition of functional space for L2(�)
defined by the space spanned by the translate of ψi(x) for fixed j and kεZ as
Wi,j = Span{ψi,j,k}.
2. Earth Mover’s Distance: Earth Mover’s Distance (EMD) by its defi-
nition extends to distance between sets or distributions of elements, thereby
facilitating partial matches[8]. If pi be the centroid of each cluster of a sig-
nature Pi = {(p1, wp1), ..., (pm, wpm)} with m clusters and wpi the weight of
each cluster, similarly qi be the centroid of each cluster of a signature Q =
{(q1, wq1), ..., (qn, wqn)} with n clusters and D = [dij ] is the ground distance
matrix, where dij = d(pi, qj). Computing EMD thus becomes finding a flow be-
tween pi and qj which minimizes the overall cost. A flow between P and Q is
any matrix F = (fi j) ε Rm×n. Thus, EMD is defined as the work normalized

by the total flow i.e. EMD(P, Q) =
∑ m

i=1
∑ n

j=1 d(pi,qj)fij∑ m
i=1

∑ n
j=1 fij

subject to the con-

straints (a) fij ≥ 0, 1 ≤ i ≤ m, 1 ≤ j ≤ n, (b)
∑n

j=1 fij ≤ wpi , 1 ≤ i ≤ m, (c)∑m
i=1 fij ≤ wqj , 1 ≤ j ≤ n, and (d)

∑m
i=1

∑n
j=1 fij = min(

∑m
i=1 wpi ,

∑n
j=1 wqj ).

3 Proposed Technique

(1). 1D, 16 tap 4 band orthogonal filters with linear phase and perfect reconstruc-
tion for the MRA are used as a kernel for wavelet filter. (2). Before
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decomposing the image, RGB color plane of the image is converted into YCbCr
color plane. (3). After color plane tranformation, each image plane is decomposed
into M×M channels without downsampling and then energy feature at each pixel
is computed. (4). FCM clustering algorithm is used in each pixel to obtain the sig-
nature. (5). EMD distance is computed between the query image and the stored
image signature in the database and the images are displayed in the first pass. (6).
Feature Evaluation Index (FEI) are calculated from the marked relevant and ir-
relevant set of images and recomputes the weighted EMD over each iteration.

3.1 Color-Texture Feature as Signature

Motivated from the idea that human visual system divides an image into several
bands, than actually visualizing the complete image as a whole. M-band wavelet
filters are used which are essentially frequency and direction oriented band pass
filters. Wavelet transform is applied to Y, Cb and Cr planes where decomposi-
tion over the intensity plane characterizes texture and over chromaticity planes
characterizes color. For each of 16 subbands, absolute Gaussian energy for each
pixel is computed over a neighborhood and the size of which is determined using
a spectral flatness measure(SFM) given by the ratio of arithmetic mean and the
geometric mean of the Fourier coefficients of the image.

energym1,m2(i, j) =
N∑

a=1

N∑

b=1

|Wfm1,m2(a, b)|G(i − a, j − b), (2)

Here, N is the neighborhood size and 1 ≤ m1 ≤ M, 1 ≤ m2 ≤ M while
Wfm1,m2 is the wavelet transform coefficient obtained by row-wise convolution
using the filter Hm1 and column-wise convolution with the filter Hm2 . The non-
linear transform is succeeded by a Gaussian low-pass (smoothing) filter of the

form G(x, y) = 1√
2πσ

e−(1/2σ2)(x2+y2), where σ defines the spatial extent of the
averaging filter. We use a neighborhood size of 11×11 for SFM between 1 and
0.65, 21×21 for SFM between 0.65 and 0.35 while 31×31 for 0 to 0.35.

3.2 Iterative Computation of Weighted Based on Feature Relevance

Perceptual importance as used in the JPEG 2000 is Y : Cb : Cr = 4 : 2 : 1.
Here, the weights are chosen heuristically. However, an automatic scheme which
chooses the weights depending on the color-texture complexity of the image will
certainly boost the performance of the CBIR system.

Combining information of relevant and irrelevant images marked by the users,
the fuzzy features evaluation index (FEI) is computed considering a pattern clas-
sification problem. If C1, C2, ..., Cm are m pattern classes in N dimensional fea-
tures space where class Cj contains, nj number of samples. The features values
along the qth co-ordinate along classes Cj are assigned as standard S-type mem-
bership function between 0 and 1[9]. Entropy(H) of Cj gives the measure of in-
traset ambiguity is given as H(A) = ( 1

nj ln 2
)
∑

i Sn(μ(fiqj)); i = 1, 2...nj, where
Sn(μ(fiqj))=-μ(fiqj)lnμ(fiqj)-{1-μ(fiqj)}ln{1-μ(fiqj)} is the Shannon’s function
(μ). Hmin = 0 for μ=0 or 1, Hmax = 1 for μ=0.5.
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The FEIq for the qth component is defined as FEIq = Hqjk

Hqj+Hqk
. Hqk is the en-

tropy of class Ck along qth dimension over nk number of samples. Hqjk(interset
ambiguity) is entropy along qth dimension combining classes Cj and Ck with
(nj + nk) number of samples. Lower value of FEIq, indicates better quality of
importance of the qth feature because FEIq should be decreasing after com-
bining Cj and Ck as the goodness of the qth features in descriminating pattern
classes Cj and Ck increases[9]. The weight wq is a function of the evaluated
(FEIq) is wq = Fq(FEIq).

Hqj is computed from the set of relevant images I
(q)
r = {I(q)

r1 , I
(q)
r2 , I

(q)
r3 ,...,I(q)

rk }.
Similarly, Hqk is computed from the set of irrelevant images where, I

(q)
ir ={I(q)

ir1,
I
(q)
ir2, I

(q)
ir3,...,I

(q)
irk}. Hqkj is computed combining both the sets. Images are ranked

according to EMD distance. The user marks the relevant and irrelevant set from
20 returned images, for automatic evaluation of FEI.

Presently an image I is represented as a signature P = {(p1, wp1 ), (p2, wp2), .
.., (pm, wpm)} = {(pi, wpi)}m

i=1with m clusters. The cluster centroid pi con-
stitutes the wavelet features over 16 subbands of each Y, Cb and Cr plane
and obtained with pi = [piY , piCb

, piCr ] which may be further represented as
[f1Y , ..., fnY , f1Cb, ..., fnCb, f1Cr, ..., fnCb]. Here piY , piCb

and piCr are the local
energy values computed overall subbands of each Y, Cb and Cr planes respec-
tively, for e.g piY = [f1Y , ..., fnY ] where piεR

N and N = 3n is the feature di-
mension. Here n = 16 and wi ≥ 0.

The features considered to compute the feature evaluation index along each
component plane for e.g plane Y are FY = {fi1Y , ..., fiqY }, where i = 1, 2, ..., m
(m clusters) and q = 1, 2, ..., n (n subband features). Similarly features are con-
sidered for Cb and Cr plane. The FEIqY for the component feature q of Y

plane are FEIqY = Hqtotal

HqRel+HqIrrel
. Here, HqRel, HqIrrel and Hqtotal are the en-

tropies along the qth dimension of relevant, irrelevant and total returned images
respectively. And the (FEI)qCb and (FEI)qCr of other two planes are com-
puted similarly. The overall weight factor for the Y plane is given by W ′

Y =∑m
i=1

∑n
q=1(FEI)qY , similarly W ′

Cb and W ′
Cr are computed and the weight for

the Y plane is WY = W ′
Y

W ′
Y +W ′

Cb+W ′
Cr

.
Similarly WCb and WCr are computed. Multiplying with the weight actually

transforms the representative points pi but leave its distribution fixed. The EMD
is now computed between the transformed signature maps. P ′ = {g(pi), wpi}m

i=1

and Q′ = {g(qj), wqj}n
i=1, where pi and qi are the centroids of the query and

database images and g is the weight updating factor computed after each iter-
ation. The EMDg(P, Q), where gε(WY , WCb, WCr) is computed from the work
flow i.e. WORK(F, P

′
, Q

′
) =

∑m
i=1

∑
fi,jd(g(pi), g(qj)).

The transformed pi and qj is represented as p′i = [WY piY , WCbpiCb
, WCrpiCr ]

and q′j = [WY qjY , WCbqjCb
, WCrqjCr ] respectively. The EMD is computed upto

kth iteration till it converges i.e W (F (K+1), P
′(K+1)
K , Q

′(K+1)
K ) ≤ W (F (K), P

′(K)
K ,

Q
′(K)
K ). The signature maps for similar images are expected to be similar. After

multiplying with weights, the ranks of the relevant images are not affected much.
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(a) (b) (c)

Fig. 1. Database (A) (a) First Pass of the Retrieval Results using M-band Wavelet
Features with the top left most image as a query image (b) First Iteration (c) Second
Iteration

4 Experimental Results

Considering each image as a query, results are tested upon (A) SIMPLIcity im-
ages consisting of 1000 images from 10 different categories (B) Corel 10000 mis-
cellaneous database which is labeled into 79 semantic categories. The results are
also compared with ISO standard MPEG-7 visual features i.e. Edge Histogram
Descriptor (EHD) and Color Structure Descriptor (CSD)[10].

The retrieval results using different features and distance norms can be best
compared when tested upon same database. We grossly partition each image of
the database into three meaningful clusters for computing EMD distance. For
the query image of elephant as shown in Fig.1(a) on database (A), there are four
irrelevant images. Such images are having quite similar color distribution but
of different distribution weight. By suitable weighting of the feature planes the
average precision (Precision = No. of relevant images retrieved

Total No. of images retrieved )is increased upto
100% after 2nd iteration which are shown in Fig. 1(b) and Fig.1(c). The results
on database(B) are also satisfactory, one example is shown in Fig.2(a). Fig.2(b)
shows results using M-band, EHD and CSD.
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Fig. 2. (a) First Pass of the Retrieval Results using M-band Wavelet Features on
Database (B) (b) Average Precision of CSD, EHD and M-band Wavelet Vs No. of
Image on Database (A) without RF (c) Successive improvement(Average Precision)
Vs No. of Iteration with RF
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Fig. 2(c) shows an improvement in average precision (considering all database
images) upto 30% (maximum) at 3rd iteration using our RF with EMD on M-
band wavelet features. Our results are found better than CSD and EHD which
show an improvement of about 10% to 15% after 3rd iteration, where FEI is
used with Euclidean distance.

MPEG-7 CSD visual features and M-band wavelet features approximately
take 1-2 secs whereas EHD takes 500 ms. The CPU-time taken for each itera-
tion is approximately 50 ms for database (A) and 3 sec for database (B) using
MATLAB R2008a on a Dell(T7400, 4GB, RAM) machine.

5 Conclusions

The proposed image retrieval system based on M-band wavelet features is able to
improve the retrieval performance satisfactorily within 2 to 3 iterations of rele-
vance feedback. We intend to incorporate partial query using EMD and relevance
feedback in partial matching for videos in conjunction with motion information
as future scope of research.
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Abstract. In this article, we put forward a novel region matching based
motion estimation scheme to detect objects with accurate boundaries
from video sequences. We have proposed a fuzzy edge incorporated
Markov Random Field (MRF) model based spatial segmentation scheme
that is able even to identify the blurred boundaries of objects in a scene.
Expectation Maximization (EM) algorithm is used to estimate the MRF
model parameters. To reduce the complexity of searching, a new scheme
is proposed to get a rough knowledge of maximum possible shift of objects
from one frame to another by finding the amount of shift in positions of
the centroid. Moving objects in the scene are detected by the proposed
χ2-test based local histogram matching. It is noticed that the proposed
scheme provides better results with less object background misclassifica-
tion as compared to optical flow and label fusion based techniques.

1 Introduction

Detection of moving objects in a given video has becoming an important research
area in both computer vision and pattern recognition community because of
its wide application in video surveillance, driving assistance system, robotics
etc. It is very difficult to detect a moving object from a video captured with
moving camera. To solve such problems one can adhere to the approaches like
optical flow or motion estimation scheme [7]. However this scheme is unable to
give good results for objects with complex motions and dynamic background. A
combination of spatial segmentation and motion prediction/estimation is proved
to be a better approach towards this.

An early work for object detection by region growing scheme is suggested by
Deng and Manjunath in [2], where the spatial segmentation of an image frame
is obtained by color quantization followed by an edge preserving region growing
scheme. For temporal segmentation, the regions corresponding to objects are
matched in the temporal direction by computing the motion vectors of the object
regions in the target frame. Gray level values of pixels in a video with high
uncertainty and high ambiguity make it difficult to detect moving objects with
affordable accuracy by non-statistical spatial segmentation schemes. Hence, it
requires some kind of stochastic method to model the attributes of an image
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frame so that a better segmentation result can be obtained. Markov Random
Field (MRF) model, in this context, proved to be a better framework. A robust
work on MRF based object detection is demonstrated by Kuo et al. in [5], where
a combination of temporal and spatial constraints of the image frames are used
to obtain the moving object location from one frame to another of a video.
Recently, Jodoin et al. [4] have proposed a robust moving object detection and
tracking scheme for both fixed and moving camera captured video sequences,
where MRF is used for label fields fusion. The label fields include two data:
quickly estimated labels (i.e., a rough estimate of the location of object) and the
spatial region map obtained by spatial segmentation with MRF model.

In this article, we propose a moving object detection scheme, that is able to de-
tect moving objects with accurate object boundary from videos captured by mov-
ing camera. The technique uses a region based motion estimation scheme. Here we
have proposed a new kind of MRF-MAP framework, where fuzzy edge strength at
each pixel is incorporated in the MRF modeling. The scheme is able to preserve
the object boundary. The spatial segmentation problem is solved using the Maxi-
mum a’posteriori probability (MAP) estimation principle. In region based motion
estimation scheme, to reduce the complexity of searching, a rough knowledge of
maximum possible shift in object from one frame to another is obtained by calcu-
lating the amount of shift in the centroid of the object from one frame to another.
Moving objects in the target frame is detected by χ2-test based local histogram
matching. It is observed that the proposed scheme provide better results with less
object background misclassification as compared to existing techniques.

2 Spatial Segmentation Using Proposed Fuzzy Edge
Incorporated MRF Model

In this work it is assumed that the observed video sequence y is a 3-D volume
consisting of spatio-temporal image frames. yt represents a video image frame at
time t and hence is a spatial entity of size M ×N . Each pixel in yt is assumed as
a site s denoted by yst. Let us assume that Xt represents the MRF from which
xt is a realization. Here Xt = Xt(i, j) is discrete valued and can take values from
Q = {q1, q2, ..., qm}. It is assumed here that due to the presence of noise (i.i.d)
we are not able to observe Xt, and we observe a noisy version of Xt as Yt.

In spatial domain, Xt represents the MRF model of xt and using Hamersely
Clifford’s theorem the prior probability can be expressed as Gibb’s distribu-
tion with P (Xt) = 1

z
e

−Ū(xt)
T , where z is the partition function expressed as

z =
∑

xt
e

−Ū(xt)
T , Ū(xt) is the energy function, a function of clique potentials

Vc(xt). According to Pott’s model the clique potential function Vc(xt) = −α if
all labels in possible set of cliques (C) are equal, otherwise Vc(xt) = +α. Equal
penalization of all the boundary pixels results in a greater penalty to weak edge
pixels and a lesser penalty to the strong edge pixels. This results in improper
identification of boundary pixels in low resolution or blurred images. To reduce
this effects one can adhere to the concept of incorporating local statistics based
kernel function in MRF model as Ū (xt) =

∑
ηs

e−(xt⊗h). This defines the energy
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function in MRF as a function of xt convolved with some local statistic based
edge sensitive kernel h.

Generally the change in gray level between the successive regions in an image
frame is very common and edge detection techniques are found to be effective
only for significant contrast. Hence the inclusion of a deterministic edge kernel
in MRF modeling is not expected to yield a satisfactory solution. It justifies to
apply the concept of fuzzy set based edge kernel [8] rather than a deterministic
edge kernel. The operation of fuzzy edge kernel at a particular site (with a set of

neighboring pixels) makes the energy function as Ū(xst) =
∑

ηs
e−

(xst⊗h)
Fc , where

(xst ⊗ h) = 1(
1+

|xst−x̄rt|
Fd

)Fe
. Here Fe and Fd are two positive constants and

are termed as the exponential and denominational fuzzifiers, respectively. The
constant Fc is an MRF convergence parameter. There is no closed form solution
for the estimation of parameters Fc, Fe and Fd and hence are fixed manually.
Here x̂rt represents maxrεηs{xrt} or minrεηs{xrt}. Hence we may write the prior

probability P (Xt) as P (Xt) = e−Ū(xt) = 1
z

∑
ηs

e−
(xt⊗h)

Fc . The corresponding
expression for MRF modeling with deterministic edge kernel can be obtained by
replacing the fuzzy edge kernel with a deterministic edge kernel and termed as
deterministic edge incorporated MRF modeling (DEMRF).

Here the segmentation problem is considered to be a process of determin-
ing a realization xt that has given rise to the actual image frame yt. One
way to estimate x̂t is based on the statistical MAP estimation by Bayes’ the-
orem [6] as x̂t = arg maxxt P (Yt = yt|Xt = xt)θP (Xt = xt), where θ is
the parameter vector associated with estimation of xt. The likelihood func-
tion P (Yt = yt|Xt = xt, θ) can be expressed as a realization of Gaussian noise
N(xt, σ). Hence including the prior probability and the likelihood function we
can rewrite the a posterior probability of MRF as

x̂t = arg max
xt

{
A −

[‖ yt − xt ‖2

2σ2

]
−

[
∑

ηs

(xt ⊗ h)
Fc

]}
, (1)

where A = − 1
2

log((2π)3σ6). x̂t in eq (1) is the MAP estimate of xt. We have
considered a combination of both simulated annealing (SA) and iterated condi-
tional mode (ICM) algorithm [9] for estimating the MAP of each incoming image
frame and the parameter θ = {σ2} is estimated recursively by EM algorithm [6].

3 Region Matching Based Motion Estimation

In the initial phase of the proposed object detection framework, the candidate
frame (i.e., the frame in which object position is already known) and the tar-
get frame (i.e., the frame in which object is required to be detected) both are
spatially segmented by the proposed fuzzy edge incorporated MRF modeling
approach. The object detection task in different frames of the given video is
accomplished by matching the gray level distributions of those regions corre-
sponding to each moving object in the candidate frame to a region in the target
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frame by χ2-test based histogram matching. To get an effective object detection,
we propose an algorithm to find the rough estimation of maximum possible shift
in object from one frame to another by calculating the amount of shift in the
centroid of the object from one frame to another.

Calculation of Shift in Centroid and Local Histogram Matching: Let
us consider two image frames at tth and (t + d)th instant of times, where the tth

frame is the candidate frame and (t+d)th frame is the target frame. Let us assume
that there are d numbers of moving objects in the scene, and their positions in the
candidate frame are known. From one frame to another as the object in the scene
move, there will be a shift in the centroid of the object. Considering the relative
camera movements in the scene as a multiplicative factor we can calculate the
amount of shift of object in the scene as a function of distance. In the (t +
d)th frame, the maximum possible shift of object in x-direction can be given
as shift(x,(t+d)b) = const ∗ max{|Dist(t+d),b(i) − Distt,b(i)|b=1,2...d}. Similarly,
in y-direction it can be given as shift(y,(t+d)b) = const ∗ max{|Dist(t+d),b(j) −
Distt,b(j)|b=1,2...d}. The Dist function represents distance of bth object centroid
in the candidate frame to the target frame image centroid. The const represents
a +ve constant that resolves the camera movements and scaling of the object in
the scene.

For matching each region corresponding to a moving object in the candidate
frame to a region within the search space in the target frame, a search is made up
to shift(x,(t+d)b) in the +ve and −ve directions of the x-axis and shift(y,(t+d)b)

in the +ve and −ve directions of the y-axis. Each time, we search a new region
in the target frame, the histogram corresponding to the new region is matched
with a region corresponding to the object in the candidate frame by χ2-test
[1]. By χ2-test based measure, the distribution/histogram of two regions can be
compared by the formula,

χ2((h(bg,yt)), (h(g,y(t+d)))) =
l=M−1∑

l=0

|(h(bg,yt)) − (h(g,y(t+d)))|
(h(bg,yt)) + (h(g,y(t+d)))

.

The term h(bg,yt) represents the histogram corresponding to a region in bth object
of the candidate frame. The term h(g,y(t+d)) represents the histogram correspond-
ing to a region within the search space (as obtained by centroid shifting scheme)
in the target frame. Here g represents any region in the target frame within
the obtained search space. M is the number of possible gray level bins in the
histogram.

4 Results and Discussion

The proposed scheme is tested on several video sequences, however for page
constraint we have provided the results on one test video sequence. The results
obtained by the proposed fuzzy edge map incorporated MRF modeling for spatial
segmentation is compared with those of the spatial segmentation by conventional
MRF modeling [4] and MRF modeling with deterministic edge kernel (DEMRF).
Similarly, the moving object detection results obtained by the proposed scheme
are compared with those obtained by optical flow [7] and label fusion [4] schemes.
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(a) Original frames

(b) Spatial segmentations using only MRF

(c) Spatial segmentations using DEMRF

(d) Spatial segmentations using the proposed FMRF scheme

Fig. 1. Spatial segmentation results for Diving video sequence

(a) Moving object detected by optical flow scheme

(b) Moving object detected by label fusion scheme

(c) Moving object detected by the proposed scheme

Fig. 2. Moving object detection for Diving video sequence

The video considered for our experiments is Diving video sequence having a
single moving object, i.e. a gymnast. The considered frames of the sequence are
shown in Fig. 1 (a). The spatial segmentation results obtained by the conven-
tional MRF model and DEMRF are shown in Figs. 1 (b) and (c), respectively.
It is observed from these results that the output obtained by these approaches
are over-segmented. This is due to the fact that, the gray-level variation of one
region to another of the image frames are very less. The boundary of the object
in the scene are blurred and hence are indistinguishable. The results obtained
by the proposed fuzzy edge incorporated MRF modeling (FMRF) scheme is
shown in Fig. 1 (d). For evaluating the accuracy, we have used the pixel by pixel
comparison of the manually constructed ground-truth images with the obtained
spatial segmentation results. This measure is also called number of misclassi-
fied pixels (NMP). It is found that for the considered sequence, average NMP
measure obtained for the conventional MRF scheme and the deterministic edge
incorporated MRF are 2179.25 and 1777, respectively. The average NMP mea-
sure obtained for the proposed scheme is found to be 1114, much better than
the existing methods. The time taken by the proposed scheme is 55 seconds.

The location of the moving object obtained for different frames of this se-
quence using optical flow based scheme are shown in Fig. 2 (a). It is found from
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these results that the diving gymnast was not properly identified. Similarly,
the moving object location obtained by the label fusion scheme are shown in
Fig. 2 (b). It is observed from these results that this technique is also not able to
identify the different parts of the gymnast correctly. However the results obtained
by the proposed scheme (as shown in Fig. 2 (c)) has correctly detected the gym-
nast in different frames of the considered sequence. To evaluate the performance
of the detected moving object locations, we have considered the manually con-
structed ground-truth based performance evaluation scheme of Erdem et al. [3].
This scheme utilizes four different measures: misclassification penalty (Mi.P),
motion penalty (M.P), shape penalty (S.P), and combined penalty (C.P) to eval-
uate the performance of the moving objects locations. It may be noted that all
these measures should be low for better detection of moving objects. These mea-
sures obtained for optical flow scheme are 0.5, 0.4, 0.4 and 0.45, respectively. Simi-
larly these measure obtained for Label fusion scheme are 0.51, 0.38, 0.31 and 0.39,
respectively. The results obtained for the proposed scheme are 0.42, 0.22, 0.22 and
0.29, respectively. Thus the proposed scheme is seen to provide better results as
compared to the optical flow and label fusion schemes.

5 Conclusion

A new region based motion estimation scheme to detect moving objects from
given video sequences has been formulated. We have proposed a spatial seg-
mentation technique by incorporating the fuzzy edge strength of pixels in MRF
modeling to preserve the object boundary. In this approach initially a rough
estimate of object locations in the scene are obtained by finding the amount
of shift in the centroid from one frame to another. The location of moving ob-
jects in a scene is obtained by χ2-test based local histogram comparison. The
proposed scheme is found to be better as compared to the existing moving ob-
ject detection schemes. The proposed scheme does not yield good results, with
oclussion/dis-occlusion condition. In our future work we will try to solve the
above problem.
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Abstract. Spatial changes plays a fundamental role in modeling the
spatio-temporal relations and spatio-temporal or motion event predic-
tions. These predictions can be made through the conceptual neighbor-
hood graph using the common sense continuity. This paper investigates
that the extension in the temporal interval can effect the whole spatio-
temporal relation and motion events. Spatio-temporal predicates form a
unit of a motion event. We use the point temporal logic to extend the
spatial predicates into the spatio-temporal or motion event predicates.

Keywords: Spatio-temporal relations, Spatial predicates, Spatio-
temporal predictions, motion events.

1 Introduction

Spatio-temporal predictions are useful to initiate the new processus and to un-
derstand a physical phenomenon, fundamentally the spatio-temporal predictions
are based on the predictions in the topological and directional relations [5,6,4].
In these methods, topological relations are computed by 9-intersection model [7]
or alternatively by Region Connected Calculus RCC8[3] and directional rela-
tions are studied through method described in [10]. To fit the model in spatio-
temporal context, an interval temporal logic[2] or point logic [9] are used. An
hybrid method for defining the spatio-temporal predicates is developed in [8],
this method consider only topological changes and spatio-temporal predicates
are developed for moving objects.

Spatio-temporal motion event prediction is a process closely related to the
spatio-temporal reasoning. The difference is, existing spatio-temporal reasoning
provide us information that a topological or directional relation exists at time t1,
what is the possible topological or directional relation at time t2. In this paper
we define that if a spatio-temporal relation holds during an interval T , then how
it will change spatio-temporal relation if an interval is extended and next time
point is added to the interval.

The change in spatial scene is captured by the difference in topological, direc-
tional and distance spatial relations between the snapshot taken at point t1 and
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time point t2. This change in relative position may result change in topologi-
cal, metric or orientation structure of an image. This requirement needs analysis
in topological, metric and orientation viewpoint at each step and comparison
between two states, provided that both objects have a common lifetime.

Topological and directional relations are combined, method is argued in [13,14]
and a complete Combined Topological and Directional relations (CTD) method
is developed in [11]. Graph of CTD method represents all binary topological
deformation in objects along with directional contents. In this graph, nodes rep-
resent the topological and directional position of object pair and edge represents
the time. This neighborhood graph is used to predicate the spatio-temporal rela-
tions. Next section explains the CTD method and section 3 describes the spatio-
temporal prediction some examples are considered in section 4 and section 5
concludes the paper.

2 CTD Method

1. Oriented lines, segments and longitudinal sections A and B be two
spatial objects and (v, θ) ∈ R, Δθ(v) is an oriented line at θ. A∩Δθ(v) is the
intersection of object A and Δθ(v), it is denoted by Aθ(v), called segment of
object A and its length is x. Similarly length of Bθ(v) is z. y is the difference
between minimum of A ∩ Δθ(v) and maximum of B ∩ Δθ(v). In case of
polygonal object approximation (x, y, z) can be calculated from intersecting
points of line and object’s boundary, oriented lines are considered which pass
through at least one vertex of two polygons. If there exist more than one
segment, it is called longitudinal section as in case of Aθ(v) in figure 1(a).

(a) Object pair and oriented
line

(b) Neighborhood graph of Allen relations

Fig. 1. Black (dark grey) represents reference and light gray argument object

2. Allen temporal relations in spatial domain and fuzziness Allen[1]
introduced 13 jointly exhaustive and pairwise disjoint (JEPD) interval rela-
tions. These relations are arranged as A={<, m, o, s, f, d, eq, di, fi, si, oi, mi,>
} with meanings before, meet, overlap, start, finish, during, equal, during_by,
finish_by, start_by, overlap_by, meet_by, and after. Allen relations in space
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are conceptually illustrated in figure (1(b)). These relations represent eight
topological relations in one-dimensional spatial domain.
Fuzzy Allen relations represent fuzziness at relation’s level. Trapezoidal mem-
bership function is used for fuzzification due to flexibility in shape change.
Let r(I, J) be an Allen relation between segments I(argument object) and
J(reference object), r′ is the distance between r(I, J) and it’s conceptional
neighborhood. We consider a fuzzy membership function μ : r′ −→ [0, 1] and
relations are defined as f<(I, J)=μ(−∞,−∞,−b−3a/2,−b−a)(y), and f>(I, J) =
μ(0,a/2,∞,∞)(y) where a = min(x, z), b = max(x, z) and x is length of(I), z
is length of(J) and y is the difference between minimum value of Aθ(v) and
maximum value of Bθ(v).
Most of relations are defined by one membership function but some of them
are defined by conjunction of more than one membership functions like
d(during), di(during_by), f (finish), fi (finished_by), details are dis-
cussed in [12]. These relations have the properties: f<(θ)=f>(θ+π), fm(θ)=
fmi(θ +π), fo(θ) = foi(θ + π), fs(θ) = ff (θ +π),fsi(θ) = ffi(θ + π),fd(θ) =
fd(θ+π),fdi(θ) = fdi(θ+π), f=(θ) = f=(θ+π). The whole two-dimensional
space can be explored with one-dimensional Allen relations using oriented
lines varying from [0, π].

3. CTD method and topological relations We extend these Allen relations
for the 2D objects through the logical implication, where a areal object is
decomposed into parallel segments of a 1D lines in a given direction and Allen
relations between each pair of line segments are computed. The process of
object decomposition is repeated for each direction varying from 0 to π, then
2D topological relations are defined as it provides us the information that
how the objects are relatively distributed.
These relations are not Jointly Exhaustive and Pairwise Disjoint (JEPD).
To obtain JEPD set of topological and directional relations an algorithm for
defuzzification of spatial relations was advocated in [11], it provides us the
JEPD set of relations. Relations in this approach are called Disjoint, Meet,
Partial_overlap, Tangent Proper Part, Non Tangent Proper Part, Tangent
Proper Part Inverse, Non Tangent Proper Part Inverse, Equal. In the fol-
lowing figure, an example for computation of topological and directional
relations information of areal objects is given.

Top. rel.= PO
Direction= North
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4. Conceptual neighborhood graph in CTD method A neighborhood
graph for spatial relations in CTD method represents the possible transi-
tion in the topological and orientation perspective of spatial relations. Only
one branch of translational-deformation is taken into account and possible
transitions are presented into the graph.
In this figure 2, object can move
to a circular path, orientation
neighborhood and straightened
path, a topological neighborhood,
diagonal path a topological and
orientation neighborhood. Neigh-
borhood graph shows the allow-
able transitions among the rela-
tions, these transitions are pos-
sible when the objects move or
change occurs in a spatial scene.
In this figure 2, it is shown
that every point of a neighbor-
hood graph has eight possible
direction nodes. Here relations
are represented by a pair (α, β)
where α represents topological
and β represents the orientation
relation.

Fig. 2. Neighborhood graph in the system
of combined topological and directional rela-
tions

3 Spatio-Temporal Predicates

The spatio-temporal predictions keep into account the history of spatio-temporal
relation and they help us to estimate the spatio-temporal relations if the analysis
interval is extended. For whole the clip, a relation exist if in each frame or at
each partition, a separate relation exist in a particular sequence.

The relations depend upon topological changes, neighborhood graph depicts
the physical transitions between spatial relations that can occur through the
deformation of intervals. Spatio-temporal predictions about the moving objects
are important and spatio-temporal change occurs when objects are continuously
changing their position and temporal component is added to the interval and
whole topological and directional relations change. At one end of the time space
is closed and other end is an open end and different properties are used for
example holds, holds-at, occurs and occurs-at and these properties are used to
model the spatio-temporal predictions.

In this method, we combine the different information and a single method
works in each situation and it provides us additional information. These spatio-
temporal motion event predictions follow the mathematical relation. STRi =
STRi−1 ∪ SRi or STRi = STRi−1 ∪ SPi−1, ∀ i = 2, 3, .... where STR(SR)
stands for spatio-temporal relation (spatial relation), SP for spatial predic-
tion which can predict only direction and topological relation and i denotes the
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time at which the relations are evaluated. These relations can be reformulated
as STPi = STRi ∪ SPi,∀ i = 2, 3, .... here STP (SP ) represents the spatio-
temporal (spatial) prediction and spatio-temporal relation at ith frame is the
spatio-temporal prediction of (i − 1)th frame.

4 Examples

Motion is a continuous phenomenon, of course, it can be analyzed at a discon-
tinuous time pints and between these two points it can be directly interpolated.
These time points can be chosen at a predefined time intervals or a specific
video frame called snapshot. In modeling the spatio-temporal relations and mo-
tion events we need at least two snapshots, or two basic intervals where a stable
spatial temporal relations hold. We start from two snapshots, at initial point,
both spatio-temporal and spatial predictions represents the same semantics and
possible predicates are given in table 1.

Table 1. Spatio-temporal predictions for two frames

SR SP STR
(D,N) (D,NE) Changing direction, getting closer or going away from N to NE
(D,N) (D,N) getting closer or going away in N
(D,N) (D,NW) getting closer or going away N to NW
(D,N) (M,NE) Snap from NE
(D,N) (M,N) Snap from N
(D,N) (M,NW) Snap from NW

When the interval is extended, a new snapshot or a basic interval where the
spatio-temporal relation is not changed is added to the interval.

Table 2. STR predictions for third frames

STRi−1 SPi−1 STRiorSTPi−1

Snap from NE D, E Touching form NE
Snap from NE M, E Bypass
Snap from NE PO, E Graze, Enter, Into from E
Snap from NE D, NE Touch from NE
Snap from NE PO, NE Enter, Into from NE
Snap from NE D, N Touching from NE
Snap from NE M, N Bypass towards N
Snap from NE PO, N Graze, Enter, Into from N

Spatial relations are
represented in the neigh-
borhood graph, every point
has the eight possible spa-
tial predictions. we dis-
cuss here the possible
spatial predictions from
(M,NE) and the exist-
ing spatio-temporal rela-
tion at this point is Snap
from NE then the spatio-
temporal predicates are
depicted in table 2. These spatio-temporal predicates depend upon the current
spatial predicates. Similarly, for other possibilities.
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5 Conclusion

Spatio-temporal prediction is a closely related to the spatial reasoning methods.
In this paper, it is discussed that if the interval for which a spatio-temporal
relation is analyzed is extended then it can effect the whole spatio-temporal
relation and motion events. In modeling the spatio-temporal predictions, spatial
predictions for topological and directional relations and neighborhood graphs
are also important. Temporal domain is handled through the interval or point
temporal logic. We used the topological and orientation information at the same
time and CTD method is used for binary topological and directional relations
between the object pair.
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Abstract. A new and simple two-level decision making system has been
designed for performing scale-, translation- and rotation-invariant recog-
nition of various single-hand gestures of a dancer. The orientation fil-
ter is used at the first-level to generate a feature vector that is able to
distinguish between several gestures. At the second-level the silhouette
of the different gestures is extracted, followed by the generation of the
corresponding skeleton and the evaluation of the gradients at its end
points. These gradients constitute the second feature set, for recogniz-
ing those gestures which remain to be identified at the first-level. An
application has been provided in the domain of single-hand gestures of
Bharatanatyam, an Indian classical dance form.

Keywords: Gesture recognition, feature extraction, skeleton matching,
orientation histogram.

1 Introduction

The term Indian Classical Dance comprises all the art forms of the Natyashastra
written by the ancient musicologist Sage Bharata. The Natyashastra confers
classical status to eight Indian dances, of which Bharatanatyam is one of the
oldest. A popular interpretation of the name is
BHAva (expression) + RAga (musical mode) + TAla (rhythm) + NATYAM
(dance) = BHARATANATYAM.

A distinctive feature of Bharatanatyam Dance is the use of expressive hand
gestures as a way of communication. Hastas [3] refers to a variety of hand symbols
that a dancer can use. Hastas can be broadly classified into two categories, viz.,
Asamyukta Hastas (Single hand gestures) and Samyukta Hastas (Double hand
gestures). There exist 28 Asamyukta Hastas and 24 Samyukta Hastas.

The objective of this research is to develop a suitable prototype for the recog-
nition of the 28 Asamyukta Hastas of Bharatanatyam in a two dimensional space,
using image processing techniques [1]. We aim to make the computer act as a
teacher to correct the dance gestures, for the purpose of promoting e-learning of
the nuances of Bharatanatyam across the world.

A major difficulty is associated with the rotation and scaling involved. For
example, a gesture image rotated to any degree or scaled to any level should
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represent the same gesture. Orientation filters [2] have been used in various im-
age processing and vision tasks, by applying filters of arbitrary orientation and
phase. Typically a few filters, corresponding to a few angles, are employed and
the intermediate responses are interpolated. With a correct filter set and inter-
polation rule, it becomes possible to evaluate a filter of any arbitrary orientation.

In this article we use the orientation filter at the first-level to generate a
feature vector for distinguishing between different gestures. At the second-level
the silhouette of the different gestures is extracted, followed by the generation of
the corresponding skeleton and the evaluation of the gradients at its end points.
This constitutes the second feature set, for recognizing those gestures which
remain to be identified at the first-level. The rest of the paper is organized
as follows. Section 2 describes the generation of the feature vector at the two
levels, comprising computation of the orientation histogram and the gradients
at the extremities of the hand. The experimental results are provided in detail
in Section 3. Finally, Section 4 concludes the article.

2 Feature Extraction

The preprocessing of the hand gesture consists of detecting the skin color in the
image, and cropping the hand region in order to avoid unnecessary details in
the background. The images are then resized to 240 × 240 and converted to
gray scale. The next step is the feature extraction procedure. A suitable feature
vector which is invariant to translation, rotation, scaling and reflection needs to
be chosen for the purpose of distinguishing between the different gestures.

2.1 Edge Orientation Histogram

Considering the aspects of translation and scaling invariance, the orientation
histogram [2] was found to be a useful feature component. Here these constitute
histograms of local orientation of the hand gesture. The orientation histograms
are robust to illumination changes, and are simple and fast to compute.

Local orientation is obtained by the use of steerable filters, in which a filter
of arbitrary orientation is synthesized as a linear combination of a set of “basis
filters”. A set of 36 one-dimensional Gaussian steerable filters and their first order
derivatives have been used for extracting the local edge orientation properties
of the hand gesture for every 10o, ranging from 0o to 350o. The gesture image
I, filtered at an arbitrary orientation and convolved with the filters, can be
synthesized for the oriented filter response

Rθ
1 = (G0o

1 ∗ I) cos θ + (G90o

1 ∗ I) sin θ, (1)

where ∗ represents the convolution operator, and Gθ
1 is considered at an arbitrary

orientation θ.
In order to enhance the ability of the edge orientation histogram in recognizing

the rotated gestures, the direction of maximum local orientation of every gesture
is found. Accordingly the original gesture image is rotated in such a manner that
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Fig. 1. Edges of sample single-hand Bharatanatyam gestures. (i) Aarala, (ii) Alapadma,
(iii) Hamsaye, and (iv) Trishula. Polar plots of corresponding edge orientation his-
tograms of gestures (v) Aarala, (vi) Alapadma, (vii) Hamsaye, and (viii) Trishula.

the maximum orientation is obtained at 180o. The edges of the hand gesture
are extracted using the Laplacian of Gaussians (LOG) [1], and the image is
multiplied with the filter response for every value of θ. Fig. 1 illustrates the
polar plots of the edge orientation histogram corresponding to the edges from
the gestures “Aarala”, “Alapadma”, “Hamsaye” and “Trishula”.

2.2 Gradients at Corner Points of Skeleton

Those gestures that cannot be recognized at the first-level, by the use of edge
orientation histograms, are processed further at a second-level. It is known that
the end points of a skeleton correspond to a change of curvature. Refined cat-
egorization is next made, using the gradients at the extremities of the skeleton

(i) (ii) (iii) (iv)

Fig. 2. Sample gesture Aarala. (i) Silhouette, (ii) Boundary, (iii) Skeleton, and (iv)
Connectivity graph.
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as a new set of features. A given gray scale image is initially binarized in a uni-
form manner over hand gestures of different people. The boundary is extracted
from the binary image, followed by the flood-fill operation to generate a uniform
silhouette. This is depicted in Fig. 2(i) for a sample dance gesture “Aarala”.

The skeleton [Fig. 2(iii)] is extracted by the morphological operation of thin-
ning. Typically it consists of a number of branch points and end points, connected
by curve segments. These points are considered to be the nodes of a graph, such
that the skeletal curve segments form the edges. This graph [Fig. 2(iv)] is called
the connectivity graph of the skeleton. It provides topological information about
the hand gesture.

Matching of the connectivity graphs, based on their topologies and geometric
features, provides a distance measure for determining the similarity (or dissim-
ilarity) between the different shapes. The adjacency matrix of the connectivity
graph is constructed. The degree of every node in the graph is computed and as-
signed as its weight. Subsequently, a depth-first traversal sequence is constructed
for the connectivity graph starting from one end point (typically, the leftmost
point). Preference is provided to a node with a lower weight during the traversal.
Thereby, the number of backtracking sequences gets reduced.

Fig. 3. Depth-first traversal in edge connectivity graph of Aarala

The thick black lines in Fig. 3 indicate the depth-first traversal sequence of
the connectivity graph of Fig. 2(iv). The sequence obtained is expressed as

G → F → I → H → I → K → J → K → L → K → I → F → D → E → D →
C → B → C → A.

Repetitions of nodes correspond to the backtracking of edges during traversal
of the graph.

For every end point in the skeleton, the nearest boundary point is obtained.
Without loss of generality, it can be inferred that this nearest boundary point
will be either a finger tip or a point in the hand gesture where the curvature
change is large. Hence the gradient at these points will significantly vary over
the different gestures. For the branch points, this value is assigned to be zero in
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order to avoid unnecessary weights due to backtracking sequences. The values of
gradients are then substituted for the nodes, in the depth-first traversal sequence.
This sequence of gradients and zeros forms the feature vector for the second-level
of recognition.

3 Experimental Results

The gesture vocabulary was built by capturing ten images of each of the 28
single-hand gestures of Bharatanatyam from the hands of three different people,
using a seven megapixel camera. These ten images were translated, rotated,
scaled and reflected versions of a single gesture. Hence every image is unique.
Out of the ten images, eight were randomly selected for training the system,
while the remaining two were kept for testing. This amounted to a total of 224
training images. The test images were identified based on the closest match to
the learned examples (prototypes) in terms of Euclidean distance. In the first-
level, orientation histogram was used for feature extraction. In the second-level a
shape-based skeleton matching was used, with the gradients at the corner points
being used as a new set of features.

(i) (ii) (iii) (iv)

Fig. 4. Distinctly identifiable gestures at the first-level. (i) Chandrakala, (ii) Chatura,
(iii) Kangula, and (iv) Trishula.

Application of the edge orientation histogram resulted in the correct identifi-
cation of four gestures, which were found to be distinctly unique from the others.
These are Chandrakala, Chatura, Kangula and Trishula, as shown in Fig. 4. The
remaining 24 gestures could be grouped into three classes, as indicated by the
three rows of Fig. 5. These 24 images were used for subsequent processing at the
second-level, as described below.

Shape-based skeleton matching was next used, with the set of gradients at the
corner points in the skeleton serving as the new set of features for the remaining
192 (= 224 - 32) training images. The skeleton of the test image of a hand
gesture was first obtained, and its connectivity graph generated. Then a depth-
first traversal sequence with the gradient values was computed, for use as the
feature vector. The left-most point of a skeleton image was generally considered
as the starting point of the depth-first traversal for every gesture. Since all
gestures are rotated to give a maximum orientation at 180o, therefore it is safe
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(i) (ii) (iii) (iv) (v) (vi) (vii)

(viii) (ix) (x) (xi) (xii) (xiii) (xiv) (xv) (xvi)

(xvii) (xviii) (xix) (xx) (xxi) (xxii) (xxiii) (xxiv)

Fig. 5. Three groups of gestures at first-level. Class 1 with (i) Aarala, (ii) Ardhachan-
dra, (iii) Ardhapataka, (iv) Mayura, (v) Pataka, (vi) Shukatunda, (vii) Tripataka. Class
2 with (viii) Alapadma, (ix) Bhramara, (x) Kapitta, (xi) Katakamukha, (xii) Pad-
makosha, (xiii) Sandamsha, (xiv) Shikara, (xv) Simhamukha, and (xvi) Suchi. Class
3 with (xvii) Hamsaye, (xviii) Hansapakshika, (xix) Kartarimukha, (xx) Mrigashirsa,
(xxi) Mukula, (xxii) Mushti, (xxiii) Sarpashirsa, and (xxiv) Tamrachuda.

to assume that for the same gesture the starting point will be the same. The
matching of two shapes now reduces to the problem of matching two feature
sequences.

Let V and U be two such sequences of lengths n and m respectively. Using
concepts from dynamic programming, a cost function Cost(i, j) is defined as the
cost of matching the ith element Vi of the first sequence with the jth element
Uj of the second sequence. It is defined as Cost(i, j) =

min{Cost(i, j−1), Cost(i−1, j), Cost(i−1, j−1)}+Weight(Vi)×Vi−Weight(Uj)×Uj .
( ) (2)

In order to match the sequences V and U , one needs to compute the cost over
their entire length. It is evident that the value of the cost function determines
the similarity (or dissimilarity) between the shapes of different hand gestures.
There are, however, possibilities of error due to the irregularities in the skeleton
structure from the hands of different people with different textural properties.

After the second-level of processing only four of the gesture types remained
incorrectly recognized. These images are presented in Fig. 6, with the upper row
indicating the misclassified gesture and the lower depicting the corresponding
category with which it has been mistaken. It can be easily observed that each of
these image pairs, viz. those in lying in the same column of the figure, are highly
similar to the human eye. Hence the performance of the designed system, on the
whole, can be claimed to be reasonably good.



192 H. Divya, T. Acharya, and S. Mitra

(i) (ii) (iii) (iv)

(v) (vi) (vii) (viii)

Fig. 6. Dance gestures still misclassified at the second-level. (i) Kartarimukha, (ii)
Bhramara, (iii) Mrigashirsa, and (iv) Hansapakshika, were mistaken with (v) Pataka,
(vi) Aarala, (vii) Sandamsha, and (viii) Padmakosha, respectively.

4 Conclusion

E-learning would be a very practical, simple and cost-effective mode of impart-
ing training in the nuances of traditional dance across the globe, thereby assim-
ilating the cultural divide between the Orient and the West. We aim to make
the computer act as a teacher to correct the dance gestures for the purpose
of promoting classical Indian dance across the world. A simple and new two-
level decision making system has been designed for recognizing the gestures of
Bharatanatyam, a well-known Indian classical dance form. It has been shown
to be scale-, translation- and rotation-invariant while recognizing various single-
hand gestures of a dancer.
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Abstract. We present here an approach for video image segmentation
where spatial segmentation is based on rough sets and granular com-
puting and temporal segmentation is done by consecutive frame sub-
traction. Then the intersection of the temporal segmentation and spatial
segmentation for the same frame is analyzed in RGB feature space. The
estimated statistics of the intersecting regions is used for the object re-
construction and tracking.

Keywords: Segmentation, rough entropy, rough sets, video tracking.

1 Introduction

In computer vision, detection and tracking of moving object is very important
task. The application of object tracking in video sequences has been studied
over the years. In this task there are many types of uncertainties and ambigu-
ities which is making this task a difficult problem. Over the years researchers
have been trying to improve the accuracy and speed in detection and tracking
[5,11,13]. Granular computing is a young, though rapidly expanding, and im-
portant area of research. Granular computing is the process of dealing with the
information granules which is collection of some points similar in some respect
and dealing with which proves to be effective for human cognition. In case of im-
age and video processing, proper recognition of each part of the image from the
available information is a well known problem where partitioning (segmentation
or classification) of data set plays a very important role. Understanding of an
image depends on efficient partitioning. So, granular computing can be useful
for image processing. According to Butenkov [2] the most important problem re-
garding granulation of an image is different kind of input information. Here we
propose to use Rough entropy as proposed by Pal et al. [7], incorporating some
modification for video image segmentation and object detection for tracking in
video image sequences.

In the present article we have proposed an approach for video image segmenta-
tion based on granular computing and rough sets. The contributions of the article
are as follows : (i) We propose a method for detection of granule adaptively. Here
we decompose the image into homogeneous granules using quadtree decomposi-
tion, which takes into account the spatially connectedness and gray level similar-
ity, both. (ii) Then a general form of rough entropy function is defined, which can
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be computed with the estimated parameter (base of the logarithm) for the func-
tion for a given image. This function can be modified according to the choice of
the user and the amount of noise present in the image. (iii) After having spatial
segmented image frame, we have used a frame subtraction method to collect the
temporal information of the frame [13]. Then we have considered the intersection
of the spatial and temporal segmented regions in RGB feature space and calcu-
lated the mean and maximum deviation of the intersecting region (region/object
statistics). Then we reconstruct the object in the current frame by using this
statistics within a predefined tracker, thus tracked the required object. (iv) As
here rough entropy based segmentation is applied on video sequence, we have
the advantage of exploiting the threshold in the previous frame for the searching
in the limited range over a window around the threshold in the previous frame,
for detection of threshold in the current frame. Thus our proposed method is
fast, efficient, accurate and different from the existing methods.

2 Rough Sets for Image Segmentation

In the process of image segmentation normally we have to take care of noise
present in the image. Due to which there is always ambiguities in gray level as
well as in spatial. These ambiguities lead to uncertainty in image segmentation.
To demarcate the objects of interest in the image properly, we segment the image
into some homogeneous regions. These regions put together normally provides
the object of interest. Theory of Rough sets [8] has recently become a popular
mathematical framework for granular computing. The focus of rough set theory
is on the ambiguity caused by limited discernibility of objects in the domain
of discourse [4,6]. Its key concepts are those of object ‘indiscernibility’ and ‘set
approximation’. The set approximation capability of rough sets is exploited in
this investigation [7,12] to formulate an entropy measure, called rough entropy,
quantifying the uncertainty in an object-background image. This has been done
by defining an image as a collection of pixels and the equivalence relation in-
duced partition as pixels lying within each non-overlapping (homogeneous in
some respect) windows over the image. With this definition the roughness of
various transforms (or partitions) of the image can be computed using image
granules. Maximization of the said rough entropy measure minimizes the uncer-
tainty arising from vagueness of the boundary region of the object and ambiguity
caused by gray level. Therefore, for a given granulation the threshold for object-
background classification can be obtained through its maximization. This has
been successfully demonstrated in [3,7,12]. Here we propose a method of se-
lecting the appropriate granules based on the local gray level distribution. The
granules are obtained by quadtree decomposition of the image frame [3]. There-
fore the granule sizes will not be same. We define the size of the ith granule
as: Size of granulei = mi × ni. Incorporating these changes in the algorithm
for computation of Rough entropy is presented below. The Rough entropy (as
defined in [7,12]) has been modified to make it more general and presented in
equation (1).

RET = −BASE

2

[
ROT log(BASE) (ROT ) + RBT log(BASE) (RBT )

]
(1)
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Here, we consider the ROT as the roughness of the object and RBT is
the roughness of the background with respect to the threshold “T”. Therefore
the combined (object and background) entropy computed will be RET . In the
present experiment we choose the BASE as “10” which we found to be suitable
for most of the images.

To detect the object, we describe the method of object enhancement/ ex-
traction based on the principle of minimizing the roughness of both object and
background regions, i.e., maximizing RET . One can compute for every T the
RET of the image, representing the background and object regions (0, · · · , T )
and (T + 1, · · ·L − 1), respectively, and select the one for which RET is maxi-
mum. In other words, select T ∗ = arg max

T
RET , as the optimum threshold to

provide the object background segmentation.
We have taken the range of the data within a granule (or window) as the mea-

sure for the quadtree decomposition. This range should be less than a predefined
threshold (say, RT = half of the interquartile range), which helps in finding the
granules that are homogenous in gray level as well as spatially connected. In-
corporating proposed changes in the algorithm for computation of the Rough
entropy, assuming that the object is in the upper side of the histogram, is given
below [3].
Algorithm for Threshold Selection: Following is the algorithm for efficient
implementation of the aforesaid methodology for selecting T ∗ as defined above.
Let max gray and min gray be the maximum and minimum gray level values
of the image, respectively. Let the ith granule (granulei) represent a window of
mi × ni pixels. Let total number of granules be total no granule and the size of
the ith granule is Size of granulei = mi × ni.
Initialize: Four integer arrays namely object lower, object upper, background lower,
background upper each of size(max gray - min gray +1) to zero.

Step 1: for i = 1 to total no granule
max granulei = maximum gray value of pixels in granulei

min granulei = minimum gray value of pixels in granulei

(a) for max granulei ≤ j ≤ max gray
object lower(j) = object lower(j) + Size of granulei

(b) for min granulei ≤ j ≤ max gray
object upper(j) = object upper(j)+ Size of granulei

(c) for min gray ≤ j ≤ min granulei

background lower(j)= background lower(j)+ Size of granulei

(d) for min gray ≤ j ≤ max granulei

background upper(j)= background upper(j)+ Size of granulei

Step 2: for l = min gray to max gray
object roughness(l) = 1 - [ object lower(l)/object upper(l)]
background roughness(l) = 1-[background lower(l)/background upper(l)]
IF object roughness(l)≤ 1

(BASE)
, then object entropy(l) = 1,

ELSE object entropy(l) = [object roughness(l) logBASE(object roughness(l))],
AND
IF background roughness(l) ≤ 1

(BASE) , then background entropy(l) = 1,
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ELSE background entropy(l) =
[background roughness(l) log

BASE
(background roughness(l))]

Rough entropy(l) = - [BASE
2 ] × [ object entropy(l) + background entropy(l)].

Step 3: Threshold(optimal) = arg max
l

[rough entropy(l)]. ♦
Remark: Given the max gray and min gray values, the computation of rough
entropy (and hence the algorithm) requires only a single scan of pixels in the
image, since max granulei and min granulei are computed exactly once for each
granule. Therefore the computational complexity of the algorithm is same as that
of histogram computation and scanning throughout all the gray level ranged from
min gray to max gray is required only for the first incoming frame, after that
we will scan only through those gray levels which are in the neighborhood of the
optimum threshold value in the previous frame.

3 Detection and Tracking in Video Sequence

A video normally consists of a sequence of color images or gray level images.
In the present work we have used both. We converted the color image to gray
level image for spatial segmentation. Then perform the tracking by acquiring
some temporal information and merging it with the spatial one. After that using
the color information the object statistics is estimated in the RGB space. This
object statistics helped in reconstruction of object in the RGB space, hence the
detected and tracked properly and accurately.

The above proposed segmentation methods works with gray level images.
Therefore, for implementing it on color images we convert the color image into
a gray level image by using the relation Y = 0.3R + 0.59G + 0.11B (see [10]),
where R, G & B has its usual meaning and Y is the obtained gray level im-
age. After conversion of color images into gray level the above proposed rough
entropy for object segmentation is applied. After that we have performed a tem-
poral segmentation approach to gather more information and reconstruct the
object properly. This segmentation is done by estimating the change between
two consecutive frames. Here we subtracted the current frame from the previous
frame (i.e., if the object is in upper side of the histogram and the reverse one if
the object is in the lower side). Then the noise in the difference image is elimi-
nated by estimating a suitable threshold. The pixels greater than the threshold
value will be treated as the part of the object in the temporal segmented image.
After performing both the segmentations (i.e., spatial and temporal), we have
combined the two results to reconstruct the object properly.
Target Localization and Tracking: At first reference model from the refer-
ence frame is marked. After having the two (spatial and temporal) segmented
images of the current frame, we have taken the intersection of the two segments
to get the object region which is common to both. The statistics of this common
region is estimated in the RGB feature space. Here, we used the mean(mn) and
maximum deviation (max dev) of this intersecting region in the RGB feature
space. Note, here the common region should have at least 5% of the object re-
gion, otherwise we can skip and take the next frame as the current frame. After
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having these information, we need to place a tracker on the current frame within
which the pixels will be scanned. We have considered a rectangular tracker of
size 1.25 times in both the direction (i.e., in width and length) of the size of
the object in the previous frame, with location of center is the same as that
was in the previous frame. That is we assume that after changing the location
from the previous frame to the current frame, the whole object should be within
the area considered by the tracker. Then we start to scan each pixel within the
tracker, which belong to either spatial or temporal segmented region, and if the
difference between a pixel and the mean (mn) in RGB feature space (i.e., all the
three features) are less than the max dev then that pixel will be considered as
the part of the object otherwise as background.
Algorithm for Tracking: The object detection and tracking starts with se-
lection of the tracker [5,11,13]. So we first decide the tracker. Here we have
considered a rectangle tracker, which completely covers the object that will be
tracked. Then the following are the steps to detect the object and tracking of
the object. We first select the first (or reference frame), then we will segment it
into regions and mark the object of interest.

Step 1: Convert the input color image (I) to gray level image (Y ).
Step 2: If necessary, enhance the image for better contrast.
Step 3: Apply the Rough entropy based image segmentation. (Note: Here, the

advantage of considering a window around the threshold in the previous
frame is exploited for segmentation of video images in the current frame.)

Step 4: Do a temporal segmentation by subtraction between two consecutive
frames and eliminate the noise from subtracted image by thresholding.

Step 5: The intersection of the two segmented images are considered in RGB
feature space and the mean (mn) and maximum deviation(max dev) of
those points are calculated in the same feature space.

Step 6: Then design a rectangular tracker which is 1.25 times (in both directions)
of the object size in the reference frame (i.e., in the previous frame) and
place the center of the tracker at the location which is the center of the
tracker in the previous frame.

Step 7: For every pixel (x, y) within the tracker, which belong to either spatial
or temporal segmented region, do the following
IF |fR(x, y) − mn| < max devR and |fG(x, y) − mn| < max devG and
|fB(x, y) − mn| < max devB then F (x, y) = I(x, y) ELSE F (x, y) = 0
(here, F is the detected object image).

Step 8: Repeat the Steps 1 to 7, for all the frame in the video sequence for
tracking of the moving object.

4 Results and Discussion

Here, we have considered two video sequences for demonstration of the proposed
approach. These are Baggage Detection Sequence of i-LIDS dataset supplied to
AVSS-2007 [1] and Surveillance Scenario Sequence data used in PETS-2000 [9].
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(a) (b)

(c) (d)

(e) (f)

Fig. 1. The Baggage Detection Sequence from AVSS-2007, the results on frame nos.
1297, 1298, 1313 and 1314 are presented here: (a) Original images, (b) After converting
to gray level, (c) Spatial Segmented regions, (d) Temporal Segmented regions, (e)
Reconstructed object, and (f) Tracked object in the color images.

(a) (b)

(c) (d)

(e) (f)

(g)

Fig. 2. The Surveillance Scenario Sequence from PETS-2000, the results on frame nos.
137, 141, 145 and 150 are presented here: (a) Original images, (b) After converting
to gray level, (c) After enhancing by histogram equalization, (d) Spatial Segmented
regions, (e) Temporal Segmented Regions, (f) Reconstructed Object, and (g) Tracked
object in the color images.

The sample images for the two video sequences are shown in Figs. 1(a) and
2(a), respectively. After converting into gray level the two sets of sample images
are presented in Figs. 1(b) and 2(b), respectively. The Surveillance scenario
Sequence images are enhanced (histogram equalized) for better contrast, before
segmentation, the sample images are presented in Fig. 2(c). And after spatial
segmentation of the two sequences the results are presented in Figs. 1(c) and
2(d), respectively.

The proposed object detection and tracking is implemented and tested on var-
ious video sequences. For the demonstration of the results, we considered two se-
quences and four frames from each sequence and presented with the intermediate
results obtained during various steps of processing. This provides the complete
picture of the proposed methodology. The results obtained after temporal seg-
mentation is shown in Fig. 1(d) and Fig. 2(e), respectively. The reconstructed ob-
ject is shown in Fig. 1(e) and Fig. 2(f). These obtained color images along with
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the tracker are presented in the Figs. 1(f) and 2(g), respectively, for the two se-
quences. From the demonstrated results it can be seen that the moving objects are
detected and tracked properly. The enhancement has helped in detection of object
(car) accurately, in Fig. 2. However in the Baggage Detection Sequence the avail-
able contrast was sufficient to detect the moving person properly. We compared
with another thresholding based method and found to be performing better, but
results can not be presented here due to limitation on length of the paper.

5 Conclusions

Here we have proposed rough entropy and frame difference based spatiotemporal
segmentation for object detection and tracking in a video sequence. We proposed
a method of image granulation using quad-tree decomposition and a modifica-
tion in the rough entropy function for object and background segmentation and
then combined it with the results obtained after frame subtraction based tem-
poral segmentation to reconstruct the moving object in the video sequence. The
rough entropy based thresholding in window around the threshold detected in
the previous frame makes it efficient. The proposed method has been tested on
various video sequences, and the initial experimental results are very satisfying.
The proposed method uses spatial as well as temporal information and gives an
accurate and efficient algorithm.
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Abstract. Human upper body pose estimation plays a key role in appli-
cations related to human-computer interactions. We propose to develop
an avatar based video conferencing system where a user’s avatar is ani-
mated following his/her gestures. Tracking gestures calls for human pose
estimation through image based measurements. Our work is motivated
by the pictorial structures approach and we use a 2D model as a col-
lection of rectangular body parts. Stochastic search iterations are used
to estimate the angles between these body parts through Orientation
Similarity Maximization (OSiMa) along the outline of the body model.
The proposed approach is validated on human upper body images with
varying levels of background clutter and has shown (near) accurate pose
estimation results in real time.

1 Introduction

Human pose estimation through visual sensing has potential applications in the
fields of human computer interfaces and motion capture for realistic 3D ani-
mations, biomechanical analysis, robot control and visual surveillance (activity
recognition). Our work is aimed at developing an avatar based video conferenc-
ing system where a user’s avatar in a virtual meeting room is animated following
his/her gestures. Here, we present a part of this work where we restrict ourselves
to the pose estimation of human upper body only while assuming a single person
in the view. Tracking human poses through image based measurements has two
major sub-divisions – first, the (near) accurate estimation of the human pose
from the very first image and second, re-estimation of the pose from the sub-
sequent images using the previous instant’s pose as a prior. Here, we focus on
the necessary first step, i.e. human upper body pose estimation from a single
image to initialize the gesture tracking procedure.

Existing literature on human body pose estimation is vast [1], most of which
assume the existence of a background model to handle the scene clutter. How-
ever, we restrict our discussions to approaches aimed at retrieving human upper
body pose from single images only (i.e. no temporal information). Ramanan
describes an iterative parsing process to estimate the pose using region based
body models e.g. color histogram to refine the body part positions [2]. An ap-
proach following this is [3]. Here an upper body detector is used with GrabCut
to determine the foreground area followed by parsing to fit a pictorial structure
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model. An interesting work which takes into account natural shape and pose
variations is Contour People [4]. Here segmentation of the scene into foreground
and background regions is done and a shape deformation model is trained using
3D SCAPE model.[5] express a subset of model parameters as kernel regression
estimates from a learned sparse set of exemplars. An exemplar based pose repre-
sentation called “poselet” is used in [6]. To detect the presence of each poselet a
classifier is trained for each poselet using standard linear SVM and the histogram
of oriented gradients.

We have adopted a human body model consisting of rectangular body parts
(head, torso and lower/upper arms) with circles at joints to render a smooth
body contour in the image plane. A Haar feature based frontal face detector [7]
is used to localize the head in the image. The dimensions of the different body
parts are computed from the head (or face) width using available anthropo-
metric ratio data [8]. Now, considering the head position as pivot, several body
model outlines can be rendered by varying the angles between the body parts.
This provides us with a set of straight lines on the image plane since the body
model is a constructed as a collection of rectangles where each body part is a
set of two parallel lines e.g. the two edges of the arm or the torso. The similarity
between the image gradient directions and the line orientation along such an
edge of some body part is defined as a measure for localizing the body part. An
objective function is defined by combining these orientation similarity measures
which is maximized through stochastic search iterations [9]. Existing approaches
have employed color constancy assumptions, limb detectors along with body
part connectivity constrained maximization for pose estimation [2,10,3]. Thus,
these approaches are heavily dependent on clothing color constancy, hand skin
exposure and are far from real time execution. On the other hand, we have used
only the face detector and localized the body parts using image gradient mea-
surements (and hence independent of color constancy assumptions) one by one
thereby reducing the dimensionality of the domain of stochastic search leading
to real time performance (Section 2). The proposed approach is experimentally
validated on a number of human upper body images containing varying levels
of background clutter (Section 3). Finally, we conclude in Section 4 and outline
the future extensions.

2 Upper Body Pose Estimation

Figure 1 shows the 2D human body model (with body part dimensions and joint
angles) used in our work. We assume the human body to be near vertical for our
particular application domain and hence assume the joint angle between torso
and the vertical axis of the head (θt) to lie in the interval [− π

12
, π

12
]. The joint

angles made by the left (θlua) and right (θrua) upper arms with the torso axis are
assumed to vary in the interval of [0, π]. However, considering the possibilities of
roll in the upper arms, the angles between the lower and upper arms at left (θle)
and right (θre) elbows are assumed to lie in the interval of [π

4
, 7π

4
]. The image

co-ordinates of the joints viz. Jth (between head and torso), Jtl (between torso
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and left upper arm), Jtr (between torso and right upper arm), Jle (left elbow)
and Jre (right elbow) can be obtained in terms of the body part dimensions and
the joint angles using forward kinematics computations [11].

Fig. 1. The human upper body model – The face, torso and arms are modeled as
rectangles with circular regions at the joints to generate the effect of smooth contour of
the body. The relative length/width of the body parts are derived from anthropometric
ratio data [8] in terms of the face width.

Consider the case of localizing a certain body part, e.g. the right upper arm.
We first fix the joint co-ordinate (Jtr) of the base of the right upper arm. For
different values of the joint angles (θrua), we compute the extent of alignment of
the image edges with the outlines of the rectangle representing the right upper
arm through an “orientation similarity measure”. The final orientation of the
right upper arm is obtained at the angle maximizing this measure (Figure 2(a))
and is described next.

Let m(u, v) and θ(u, v) be the respective gradient magnitude and (unsigned1)
direction computed from the image pixel position I(u, v). Let the unsigned ori-
entation of a body part outline at the position (x, y) is φ(x, y). We define the
orientation similarity measure as γ(u, v;x, y) = 1 − |θ(u,v)−φ(x,y)|

π
(θ(u, v) and

φ(x, y) being unsigned orientations γ(u, v; x, y) ∈ [0, 1]). However, computation
of orientation similarity on a single pixel has two major disadvantages – first,
the concerned image pixel (u, v) may have a week gradient magnitude indicat-
ing lesser importance of the gradient direction; and second, the computation
might be susceptible to noise if computed only on a single pixel. Thus, we pro-
pose to use a magnitude and position weighted similarity measure (osm(x, y, r))
computed over a circular neighborhood N(x, y, r) of radius r around the pixel
position (x, y) defined as,

1 In case of unsigned directions, a line at an angle of −α with the is considered to be
equivalent to the line making an angle π−α with respect to the same reference axis.
The unsigned orientations are thus considered to lie in the interval [0, π).
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osm(x, y, r) =

∑
(u,v)∈N(x,y,r) γ(u, v)d(u, v;x, y, r)m(u, v)
∑

(u,v)∈N(x,y,r) d(u, v;x, y, r)m(u, v)
(1)

d(u, v;x, y, r) =

{
1 − (u−x)2+(v−y)2

r2 ; (u − x)2 + (v − y)2 ≤ r2

0; Otherwise
(2)

where d(u, v;x, y, r) is the position weighing function. Let C be the set of contour
pixels of some body part (e.g. the edges of the arms or the torso). We define the
net orientation similarity measure OSMr (C) over the contour C as OSMr (C) =
1
|C|

∑

(x,y)∈C
osm(x, y, r) where |C| is the number of pixels in the contour C. We next

describe the process of maximizing OSM through stochastic search iterations.
The head region is located first using a Haar feature based frontal face de-

tector [7]. This provides us with Fw from which the body part dimensions are
computed using the anthropometric ratio data [8]. This also provides us with
the image co-ordinates of the head-torso joint (Jth). We perform 3 stochastic
search iterations with a population size of 5 angles to estimate the head-torso
joint angle θt. Localizing the torso provides us with the joint co-ordinates Jtl

and Jtr. To localize the left upper/lower arms, we execute 3 stochastic search
iterations with a population size of 10 two-angle (θlua, θle) tuples. A Similar
procedure is adopted for localzing the right upper/lower arm. Thus, we need a
total of 15 + 30 + 30 = 75 OSM computations per image at an average of 11.33
frames per second.

Fig. 2. Orientation Similarity Maximization. (a) The right upper arm modeled as rect-
angles are placed in different orientations and the direction (shown in blue) maximizes
the orientation similarity measure. (b) The minimum/average/maximum joint angle
estimation errors for varying sizes of the neighborhood radius. Note that there is not
much change in error for values of r exceeding 5.

3 Results

We have performed our experiments on a set of (unrelated) single person (upper
body) images downloaded from the web and an image sequence recorded in the
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laboratory settings with varying levels of background clutter. A set of 20 images
from this data set are ground truthed through manual measurement of the joint
angles. We note that the accuracy of pose estimation directly depends on the
neighborhood radius r in the computation of OSM . For a certain value of r,
we compute the average joint angle estimation error over 5 joint angles from
20 images. Figure 2(b) shows the maximum, average and minimum estimation
errors for 1 ≤ r ≤ 7. Significant changes in the error is not observed for r > 5.
However, higher values of r lead to larger number of computations and hence we
fix r = 5 for our experiments. The results of human upper body pose estimation
on 12 images from the data set are shown in figure 3.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Fig. 3. Experimental results performed on a set of human upper body images with
varying levels of background clutter. Although the joint angles are estimated accurately,
the human body outline is not fitted tightly on some cases on account of person to
person variations in anthropometric data and loose clothing. Failures in localizing in
right lower arm is observed in (b) due to loose clothing and strong background clutter
(red pipe); where as in (d) the reason is the deviation from the average anthropometric
ratio data.

4 Conclusion

We have presented a methodology for human upper body pose estimation from
a single image using a 2D model (motivated by pictorial structures approach).
We have defined an orientation similarity measure to align the body parts (torso
and arms) in images. A Haar feature based frontal face detection followed by
stochastic search iterations are used to localize the body parts while maximizing
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the proposed orientation similarity measure computed along the outlines of the
body parts. In contrast to the existing works in human pose estimation from
single images, we have achieved high accuracy while performing in real time.

The current work has only focused on the pose estimation from a single image
and is a necessary first step towards tracking the pose of the user. We identify
the future extensions in two directions. First, the current work is to be extended
to tracking where the stochastic search space is further reduced using temporal
information. However, it is still not fully possible to estimate the accurate 3D
pose from single view information. The second possible extension will be in the
direction of combining the image based orientation similarity measurements with
depth data obtained from range sensors to avail accurate 3D pose.
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Abstract. We propose a novel hierarchical framework for scene catego-
rization. The scene representation is defined by latent topics extracted by
Latent Dirichlet Allocation. The interaction of these topics across scene
categories is learned by probabilistic graphical modelling. We use Condi-
tional Random Fields in a hierarchical setting for discovering the global
context of these topics. The learned random fields are further used for
categorization of a new scene. The experimental results of the proposed
framework is presented on standard datasets and on image collection
obtained from the internet.

Keywords: Scene categorization, Latent dirichlet allocation, Conditional
random fields.

1 Introduction

In this paper we propose a novel hierarchical framework for scene categoriza-
tion. The framework utilizes the latent concept information for scene categoriza-
tion. The concept extraction is performed by latent topic modelling at the local
patch level. For similar scenes, the organization of these topics represents sim-
ilar graphical structure. We learn the graphical structure of these topics across
various scene categories through a probabilistic graphical model. The framework
recognizes a new scene based on the learned graphical structures.

The natural scene categorization is a widely researched problem in content
based image retrieval. The fundamental problem here lies in identifying differ-
ent objects and understanding their interaction for scene definition. However,
the object extraction in a natural scene requires robust segmentation algorithm.
Topic modelling based methods provide efficient solution to this problem. These
methods represent the image through mixture of latent topics. The topic as-
signment effectively performs the semantic image segmentation in feature space.
In the related works, Yamaguchi and Maruyama have used topic distribution
based image representation for image classification [4]. The topic modelling is
performed by Probabilistic Latent Semantic Analysis using the SIFT key points
based bag-of-words model. In another work, Ergul and Arica perform the pLSA
based topic analysis of the image at multiple scales [5]. The topic modelling by
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PLSA shows biased topic assignment towards training images. The LDA incor-
porates the document distribution for topic learning and provides robust topic
modelling framework. [7] have learned a LDA based hierarchical model for image
categorization while [11] have employed a generative hierarchical LDA model for
unsupervised discovery of topic hierarchies in visual objects. The recent work
Wang et al. have applied supervised LDA for discovering the latent topics [13].
The contextual relationship between the topics is important semantic informa-
tion for scene categorization. [12] has used a generative Bayesian network to
utilize the position and expected appearance of object parts while in the present
work, we propose a novel scene categorization framework by exploiting the topic
level contextual relationship in a natural image. The framework extracts the
local patch level topics in scene using LDA. The probabilistic graphical models
exhibit excellent capability to learn the sequential data. The recent works have
extensively applied Conditional Random Fields (CRFs) based graphical model
for Image classification [9][10][13]. However discovering the contextual relation-
ship between the topics by CRFs is not yet explored. Our work presents a novel
approach in this direction by applying hierarchical CRF to discover the topic
based global context for scene recognition.

The organization of the paper is as follows: The section 2 presents scene
representation patch level topic modelling of the image. The section 3 presents
the proposed framework for scene categorization. The section 4 presents the
experimental results. Finally we conclude and present perspective of our work.

2 Feature Based Image Representation Using LDA

The visual content representation forms important step for a scene understand-
ing. The bag-of-words model has been the preferred approach for natural image
representation. Using the model, image representation is defined as the distribu-
tion of local features properties. The SIFT based descriptor provide an efficient
approach to extract the local image features [1]. The descriptor is computed
as set of local orientation histograms centred at key-points obtained by multi-
scale analysis of the image. The SIFT descriptor extracts dense points at the
boundaries, and image segments having sharp changes. Whereas the smooth
segments are represented by sparse key points. The bag-of-words model in this
case represents the image by a biased representation leaving significant amount
of visual information unutilized. For example, a landscape scene having sky tree
and building will get biased distribution of key-points near tree and building.
Therefore we follow grid based approach for extracting the local image features.
The approach covers all the segment of the image and assigns uniform weight
to all the segments. Using the image patches in the grid, bag-of-words model is
generated. The bag-of-words representation is used to generate the image repre-
sentation by discovering the latent topics in a scene. The topics here represent
the semantic entity which defines the distribution of various image patches in
the latent space. The Latent Dirichlet allocation is applied to extract the topic
distribution over the scene image collection. The LDA is defined as a genera-
tive probabilistic model for collections of documents [2]. In the context of topic
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modelling, the documents could be a text corpus or image collection. The local
image properties are defines as words of the image document. The documents are
represented as as random mixtures over latent topics, where each topic is charac-
terized by a distribution over words. The generative process for each document
w in the collection D is defined as follows:

– Select N = Poisson(ζ)
– Choose θ = Dirichlet(α)
– For each word wn of the document w: select a topic zn = Multinomial(θ),

select wn from multinomial probability p(wn|zn; β)

The inference step includes the computation of posterior distribution of the
hidden variables for a given document.

p(θ, z|w, α, β) =
p(θ, z,w|α, β)

p(w|α, β)
(1)

The intractable form of the above distribution is because of complex prior dis-
tributions. For the practical applications approximate inference based methods.
The LDA assigns a topic distribution to each image patch ( figure (1 shows
topics on face image using color based bag-of-words model). The scene represen-
tation is defined as the vector of topic distributions which is subsequently used
for categorization.

Fig. 1. Topic assignment over image patches

3 Hierarchical Framework for Scene Categorization Using
CRFs

The figure (2) shows the proposed hierarchical framework for scene categoriza-
tion. The initial step performs the topic analysis of the image at local patch
level. The step performs robust topic assignment to all the image patches. The
topic assignment essentially performs the coarse semantic segmentation of scene
for the given number of topics [8]. The spatial context between these topics can be
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efficiently learned by a probabilistic graphical model. The CRFs are an efficient
tool for such problems. However, the long range contextual dependencies in
the semantic segmentation cannot be captured by a simple graphical model.
Therefore, we introduce category specific graphical model (CRFs). We train
category specific CRFs using the patch-ground-truth, and assign semantic labels
over the latent topics. The exact notion of the category specific CRFs is the
smoothening of latent topics by supervised learning. The top level CRFs learns
the structure of the contextual graph belonging to each category of images.

The CRFs is a discriminative modelling tool for segmenting and labelling the
sequential data [3]. The CRFs work under the maximum entropy principle and
observe the features as sequence data. Consider X the random variable over data
sequences to be labelled and Y the random variable for the corresponding label
sequences. Using the fundamental theorem of random fields, joint distribution
over the label sequence Y given X is defined as

pθ(y|x) ∝ exp(
∑

e∈E,k

λkfk(e, y|v, x) +
∑

v∈V,k

μkgk(v, y|e, x)) (2)

V and E represent the vertices and edges of graph G, such that label sequence Y
is indexed by the vertices of G. Here x represents a data sequence, y represents
a label sequence, and y|S is set of components of y associated with the vertices
in sub-graph S. The function fk defines the input dependent evidences and gk

gk represents the pair-wise coupling labels of sequence data. The parameter
estimation problem determines the parameters θ = (λ1, μ1, λ2, μ2, ...) by the
maximization of log-likelihood objective as

O(θ) =
N∑

i=1

log pθ(yi|xi) ∝
∑

x,y

p(x, y)log pθ(y|x) (3)

For category specific CRFs, graph G is represented by function fk as the
likelihood of image patch having ith topic and function gk represents smoothness
prior to encourage the neighbouring image patches to obtain same label. Function
fk has the form as fk(e, y|v, x) = xkδ(y, lk), δ is the Kronecker delta and k
represents the indices of parameter set from θ and lk is the label of the patch for
kth parameter set. The smoothness prior gk is defined as δ(y1, lk)δ(y2, lk). It is
clear that the smoothness prior is independent of patch features. The top level
CRF learns the graphical structure of latent topics for image collection using
the sequence of semantic labels assigned from first level CRFs.

A new image is categorized by topic assignment using patch level image
features. The topic level representation of the image is supplied to the entire
category specific CRFs. For N scene categories, the top level CRF receives N
semantic graphs for the new image. For each semantic graph, the top level CRF
assigns marginal probability distribution. The final category assignment for the
new scene is done as the label corresponding to maximum marginal probability
for all the semantic graphs.
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Fig. 2. Hierarchical framework for scene categorization

4 Experimental Results and Discussion

We have evaluated the proposed framework on standard MSRC dataset1, Cal-
tech 101 dataset2 and image collection from internet. The MSRC dataset is
applied for training our system as the dataset contains pixel level ground-truth.
The pixel-level ground truth is converted to patch-level by majority voting. The
training set consists of 30 randomly selected corresponding to 9 super categories
{Bicycle, Building, Car, Cattle, Cow, Face, Sheep, Plane, and Tree}. The im-
age set (270 images) have been normalized to 105X154. The images patches are
detected by overlaying a grid of 15 × 22, therefore giving 330 patches of 7X7.
The bag-of-words model is generated by clustering the image patches from 5
randomly selected training images corresponding to each category. The topic
assignment over complete set of image patches is done by learning a LDA for 10
semantic concepts. We use topic modelling toolbox provided by Steyers and Grif-
fiths [14] for topic modelling. The probabilistic graphical modelling is performed
by CRF implementation provided by Sarawagi [15]. Initially the framework has
been tested for the same set of training images. We have compared our results
with the best case accuracy preseted in [8] in table 1. The second evaluation the
proposed framework is performed using the Caltech 101 dataset images. The ex-
periment evaluates the proposed framework for unseen images belonging to two
categories. The experiment evaluates the robustness of the proposed framework
as the dataset is primarily prepared for object recognition problem. The ex-
periment is performed by randomly selecting 30 images corresponding to Plane

1 http://research.microsoft.com/en-us/projects/objectclassrecognition/
2 http://www.vision.caltech.edu/Image Datasets/Caltech101/
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Table 1. Recognition accuracy for training image set

Category Bicycle Building Car Cattle Cow Face Sheep Plane Tree Average

Presented Acc. 90 96 93 90 93 96 96 96 96 94

Best Average Acc. [8] 94 77 73 N.A. 86 99 N.A. 73 71 82

*categories with N.A. were not availabe in [8].

Table 2. Recognition accuracy for image set from Caltech dataset

Category Plane Face

Accuracy 67 45

Tree Tree Tree Sheep Plane Plane

Plane Plane Plane Cow Cattle Sheep

Building Cow Cow Face Face Face

Face Bicycle Plane Building Sheep Car

Car Sheep Sheep Cow Sheep Cow

Fig. 3. Evaluation Images and assigned category

and 30 images corresponding to Face category. The results are presented in the
table 2. The third evaluation of the proposed framework is performed on image
collection obtained from internet. The collection contains 30 images belonging
to 6 training categories. The average accuracy of 60% is achieved. The image
with their final category assignment are shown in the figure 3. The results (figure
3) establish the robustness of the proposed framework as testing images belong
to variety of domains. The category assignment for these images can be easily
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verified by close observation. The results show that our framework efficiently
utilizes semantic information of the scene for categorization.

5 Conclusion

A novel framework for scene categorization is presented. The patch level latent
topics extracted by LDA have been used for scene representation. A novel appli-
cation of hierarchical CRFs is demonstrated for scene recognition. The two-layer
CRFs performs topic level smoothening at first layer and subsequently perform
the scene recognition by learning the spatial context of different topics. The ex-
perimental evaluation on standard dataset and images obtained from the internet
validate the efficiency and robustness of the proposed framework.
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Abstract. In this paper we propose a novel architecture for an interac-
tive 3DTV system based on multiple uncalibrated cameras placed at gen-
eral positions. The signal representation scheme proposed is compatible
with the standard multi view coding framework making it amenable to
using existing coding and compression algorithms. The proposed scheme
also fits naturally to the concept of true 3DTV viewing experience where
the viewer can choose a novel viewpoint based on the contents of the
scene.

Keywords: Interactive 3DTV, Uncalibrated cameras, Plane sweeping,
Depth map.

1 Introduction

In this paper we propose a novel architecture for interactive 3DTV which enables
a viewer to choose a 3D view of the scene based on scene content. We assume
that the scene is captured by multiple uncalibrated cameras in general positions.
We use a statistical learning method to automatically detect scene constraints
that are then used to calibrate the cameras as well as provide orientation in-
formation to generate depth maps for each view. The advantage of our signal
representation scheme is that it is compatible with the standard Multi View
Coding framework of video plus depth[3,4]. This enables the direct application
of the existing coding and compression algorithms. The scene orientation infor-
mation can be easily embedded in the meta-data part of the signal. The novelty
of our architecture is that the scene orientation information allows the user to
select different viewpoints based on the scene content to interactively generate
novel 3D views at the receiver’s end. Typical applications of our methodology
is in 3D viewing of outdoor scenes like monuments, urban buildings etc. The
user can interactively specify which part of the monument he wants to view in
3D. The typical characteristics of such scenes like orthogonal planes assist in
automatic detection of scene constraints and orientations.

3DTV is considered as the next step in enhancing the user viewing experience.
A true 3DTV is supposed to give a 3D view of the scene as well allow the user
to choose different viewpoints of the scene. Our approach fits naturally in this
context. The video plus depth format [3] in which each video is accompanied by
a per pixel depth data is considered most suitable for generation of high quality
3D views as well as intermediate view synthesis at the receiver. To generate
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the depth map, camera calibration information is required. Camera calibration
from scene constraints and generation of depth maps from stereo and multi view
images are topics that have been extensively studied in computer vision [15]. In
our methodology we automatically discover these scene constraints and exploit
them for the calibration of the cameras. Plane sweeping algorithms like [5,6,7]
outperform standard stereo matching algorithms for generation of depth map in
presence of oblique structures in scenes. The directions along which the planes
are swept are determined by analysis of a sparse or dense set of 3D points. In
our approach, the scene classification step itself gives us the orientations used for
plane sweeping. The dense depth map thus generated is then used to generate
existing as well as interpolate novel stereo views of the scene without performing
an explicit 3D reconstruction using a Depth Image Based Rendering technique
[4]. These novel views are specified by new camera viewpoints with respect to
the existing viewpoints.

Some work has been done regarding user interaction in 3DTV [12]. The au-
thors in [13] allow for view switching, frozen moment and view sweeping at the
receiver end. The novelty of our approach is that it allows the user to choose the
viewpoint based on scene content to be able to view novel 3D views of parts of
the scene as well as arbitrary novel views of the complete scene. Automatically
extracting the scene constraints and orientations from the images to use them for
camera calibration is also a novelty of our work. Another novelty of our method
is that we obtain the direction of family of planes and the confidence measures
from the scene classification [1] step itself.

In section 2, we present the basic outline of our system architecture. Section 3
outlines the novel view viewpoint selection and the DIBR technique used to syn-
thesize novel views. In section 4 we present experimental results and discussions
followed by the conclusion and future work.

2 System Architecture

We illustrate our proposed methodology with an example of a building as shown
in the figure 1. Images are taken from multiple uncalibrated cameras placed at
general positions. Then classifier of [1] is used to classify the image and identify
the horizontal(green) and vertical (red) planes. This constraint is then used to
calibrated the cameras. The orientations of scene (indicated by arrows) are also
recovered along with their confidence measures. This is used to generate a depth
map. The orientation information along with the video plus depth forms the
signal representation. At the receiver end the user interactively chooses certain
parts of the scene to view and then the orientation information in that part of
the image is used to obtain the novel 3D views of the scene.

2.1 Scene Classification

The authors in [1] classify the outdoor scene into geometric classes that de-
pend on the orientation of the particular object in the scene based on statistical
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Fig. 1. Outline of the proposed architecture

learning. They classify an image into planar vertical regions (facing left, center,
or right), ground (horizontal) regions, sky and non planar regions (porous and
solid) without using any calibration information. A confidence measure is also
associated with each class.

2.2 Camera Calibration

Many methods exist for calibrating the cameras using the scene constraints.
Specifically, we use the orthogonality of the vertical and horizontal planes ob-
tained from the scene classification step for calibration. We obtain automatic
point correspondences from SIFT features 1 and filter mismatches by using
epipolar constraint 2. Using these point correspondences, we obtain a projec-
tive reconstruction and then impose the constraints of the absolute quadric as
well as the scene constraints to upgrade it to a Euclidean one [15,2].

2.3 Obtaining the Dense Depth Map

We follow an approach closely related to [5]. Here every pixel is assigned a label
which indicates which plane it belongs to and an energy function which penal-
izes abrupt changes in surface normals is minimized [8,9,10,11]. The confidence
measures obtained in the scene classification step is incorporated into the cost
function.
1 http://www.vlfeat.org/
2 http://www.csse.uwa.edu.au/~pk/research/matlabfns/
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The normal to the planes (vertical planes and ground plane) are used to
define “k” families of parallel planes Πki given by nT

k X + dki = 0 where dki ∈
[dmin, dmax]k The range [dmin, dmax] for each of the plane families are obtained
empirically. For each of the planes we find the 3x3 homography induced between
two images r and s [15].

This homography is used to warp the other images onto an image Ir for whom
depth map is to be generated. Then for warped image Iw, we obtain a cost for
every pixel (x, y) in the image Ir, for each of the planes Πki as

cost(x, y, Πki) =
∑

(p,q)∈N

|I(x − p, y − q) − Iw(x − p, y − q)| − w ∗ log(F (Πki))

where w is a weight factor determined by experiments and F (Πki) is the prob-
ability that the pixel belongs to the kith plane obtained from the confidence
measures generated after the scene classification step. N is defined neighbour-
hood of the pixel taken to be 3x3.

We formulate an energy function similar to [5] and we find out the depth
Z(x, y) of each pixel (x, y) of image Ir. The depth map thus obtained is used in
virtual view synthesis which is explained in the next section.

3 Virtual View Synthesis

A new virtual camera is defined by its camera parameters Rv, Kv, and Cv [15].
Given an image Ir whose camera parameters are Rr, Kr and Cr and its corre-
sponding depth map Zr, The image Iv is generated by [4]

The resulting virtual views have holes which are the results of either erroneous
depth values or due to truncation of the pixel positions. To fill these holes, the
homography corresponding to the nearest non zero plane label is computed and
using it, the pixel value is transferred from the given image.

3.1 Interactively Choosing the Viewpoint

The user interactively selects a part of the scene through an interface like a
mouse pointer or remote. For instance if a wall is selected, the virtual camera
has to be placed such the wall is fronto parallel. The orientation of this part
of the image obtained after scene classification gives the direction in which the
camera has to be rotated. Once the direction is determined, the following steps
are followed.

1. A rotation matrix R′ is obtained by choosing an angle θ bounded by the
angle between the normal to the plane (wall) and normal to the principal
plane of the camera and a small translation t′ is chosen such that the virtual
camera undergoes a little translation so as to keep the view within the image
bounds. This Euclidean transformation is used to get the destination camera
centre Cv and rotation matrix Rv.
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2. Kv is chosen to be the same as Kr. The destination camera matrix
Pv = KvRv[I| − Cv]

3. The new camera matrices are chosen by interpolation between the camera
Pr and Pv with interpolation parameter λ ∈ [0..1] as
Cλ = (1 − λ)Cr + λCv

Rλ = slerp(Rr, Rv, λ)
Pλ = KλRλ[I| − Cλ]
where slerp refers to spherical linear interpolation.

4. To generate stereo pairs, the shift sensor algorithm [4] is used.

4 Results and Discussions

We illustrate the various steps of our proposed architecture on two standard
data sets Wadham College and Merton College.3 For Wadham College data set,
we generate intermediate image sequences when the user wants to look at the
left wall. For the Merton data set we generate sequences when the user wants
to look at the right wall. Both of these sequences are generated from the image
no 2 of each data set. As the rotation increases, the rendering quality decreases.
This is because of erroneous depth values and also due to mis-classification.

The average 2D re projection errors (in pixel) from the camera calibration are
shown below

Data Set camera 1 camera 2 camera 3
Merton College 0.410790 0.343800 0.311718
Wadham College 0.405233 0.398542 0.295823

(a) (b) (c)

Fig. 2. Fig (a) shows image 2 of Wadham sequence. Fig (b) shows its scene classification
and Fig (c) is the depth map extracted.

The stereo views were generated and were displayed on a samsung 3D LED
TV. Subjective rendering quality measures were assigned based on a scale of 1
to 5 in increasing order of quality. The subjective scores are shown below. The
sequences refer to the intermediate stereo views generated.

3 http://www.robots.ox.ac.uk/~vgg/data2.html
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Fig. 3. Some of the synthesized image sequences of Wadham when the user wants to
“look” at the left wall

(a) (b) (c)

Fig. 4. Fig (a) shows image 2 of Merton sequence. Fig (b) shows its scene classification
and Fig (c) is the depth map extracted.

Fig. 5. Some of the synthesized image sequence of Merton when the user wants to
“look” at the right wall

Fig. 6. Subjective Quality

5 Future Work and Conclusion

In this paper we have proposed a novel architecture for interactive rendering of
outdoor scenes for 3DTV. The interactive selection of viewpoints based on scene
content offers a different approach to novel view synthesis. We have worked with
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images. The extension to videos is straight forward. As part of the future work ,
we would also like to investigate the possibility of detecting objects in the scene
and allow the user to view these objects interactively. Another extension would
be in switching between groups of cameras and allowing the user to view objects
captured by different groups.
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Abstract. In this paper, we study the problem of authorship identifi-
cation in Bengali literary works. We considered three authors namely
Rabindranath Tagore, Bankim Chandra Chattopadhyay and Sukanta
Bhattacharyay. It was observed that simple unigram and bi-gram fea-
tures along with vocabulary richness were rich enough to discriminate
amongst these authors. Although results degraded slightly when train-
ing set size was considerably small. For larger training set, a classification
accuracy of above 90% for unigram feature and almost 100% for bi-gram
feature was achieved. Results could be improved further by using more
sophisticated features.

Keywords: Stylometry, authorship attribution, Bengali literary works,
unigram, bi-gram.

1 Introduction

Stylometry is the study of the unique linguistic styles and writing behaviors of
individuals. Author identification is one of the important problems in stylomet-
rics and it can be seen as a single-label multi-class text categorization problem.
It has many academic and literary applications, like author verification, plagia-
rism detection, genre classification etc. It has legal applications too, like forensic
linguistics, detection of genuine confessions. In the last few years it has success-
fully been applied to broader areas, ranging from blogs, forums, wikis, email,
chat and other forms of digital content to music and fine-art paintings.

Stylometry has been studied on English for long time. It was started by
Mendenhall [1], in the 19th century, with his work on the plays of Shake-
speare. He had reported few authorship attribution method by some charac-
teristic curves, based on sentence length counts and word length counts. It was
followed by some statistical studies by Zipf [2] and Yule [3] in the first half of 20th
century. One of the most influential works in authorship attribution was done by
Mosteller and Wallace [4] on the authorship of ‘The Federalist Papers’ (a series
of articles published in 1787-88, written by John Jay, Alexander Hamilton and
James Madison). They had employed Bayesian statistical analysis on a small
set of function words such as prepositions, conjunctions and articles as discrim-
inators. Burrows [5,6] first applied multivariate analysis (MVA) and principle
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components analysis (PCA) on some function words for attributing authorship,
followed by Binongo & Smith [7], Holmes et al. [8] and also by Burrows [9,10]
to resolve many authorship problems. Kjell et al. [11] used neural networks and
k-nearest neighbors on character n-grams, whereas Baayen et al. [12] used only
neural networks on the syntax of the sentence. Juola & Baayen [13] used cross
entropy as classification method on function words. Zhao & Zobel [14] reported
a different distance measure on function words and part-of-speech (POS) tags.
Stamatatos [15] used support vector machines (SVM) on character n-grams to
classify English and Arabic news corpus. Koppel et al. [16] reported approach of
authorship attribution for thousands of candidate authors.

In Bengali no major work has been done. Mansur et al. [17] proposed an
n-gram based text categorization algorithm and also analyzed its efficiency on
few Bengali newspaper corpus. We make initial attempts on a collection of docu-
ments consisting of Rabindranath Tagore, Bankim Chandra Chattopadhyay and
Sukanta Bhattacharyay. We found that using unigram and bi-gram words and
vocabulary richness we could achieve a satisfactory result.

The rest of this paper is organized as follows: Section 2 gives a brief overview
of stylometric features we have used for evaluation. In Section 3, we focus on
the classifier algorithm. The details of the collection are given in Section 4.
Section 5 describes the details of the experimental results. In Section 6, we have
concluded about our evaluation result and also about some other features that
can be included in future works for the betterment of our research work.

2 Stylometric Features

A wide variety of relevant features have been reported in many earlier works.
Stamatatos [18] has surveyed on almost all stylometric features used till now and
modern authorship attribution methods. There are different types of stylometric
features to quantify the writing style. Character features are the simplest and
basic stylometric feature, as this can be applied in any natural language without
any prior knowledge about the language. Lexical features are most commonly
used feature for authorship attribution problems whereas syntactic and semantic
features are used for more advanced and complicated tasks like POS tagging,
parsing. Application-specific features are used for some specialized applications,
like lemmatizer or specialized dictionaries.

Feature selection and extraction is one of the biggest challenges in author-
ship attribution problems. Many types of features are often combined to select
respective feature set. Some lexical features are used to build the feature set in
our experiment. In first stage of the experiment, unigram words and vocabu-
lary richness are taken as the feature set to quantify the authorship. A relevant
tokenizer is used to segment text into tokens or unigram words. Punctuation
marks, white space, mathematical notations and special characters are taken as
separator to the consecutive tokens. Bi-gram words are nothing but combination
of two consecutive unigram words. Bi-gram words and vocabulary richness are
combined to use as feature set in the next stage of the experiment. For example,
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the test sentences “John is a good boy. He likes to play cricket” would be com-
posed of following unigram and bi-gram words, tabulated in Table 1.

Table 1. Unigram and bi-gram words from the test sentence

Unigrams John, is, a, good, boy, He, likes, to, play, cricket

Bi-grams John is, is a, a good, good boy, boy He, He likes, likes to, to play, play cricket

Vocabulary richness is a measurement of diversity of the vocabulary of a text.
It is defined by V

N
, where V is number of unique tokens and N is the total number

of tokens of the text. An example of calculating vocabulary richness from the
test sentences “Tom always harasses Jerry. Jerry is intelligent. Mickey is friend
of Jerry” is given in the Table 2.

Table 2. Frequencies of unigram words and corresponding vocabulary richness

Unigram words Frequencies Vocabulary richness

Tom 1 1
12

always 1 1
12

harasses 1 1
12

Jerry 3 1
4

is 2 1
6

intelligent 1 1
12

Mickey 1 1
12

friend 1 1
12

of 1 1
12

3 Classifier Algorithm

Classification is the next important step after feature selection. Test documents
are attributed to a known author from the set of candidate authors. Starting
from very basic statistical measures, like distance measure, Naive Bayes classi-
fier, some advanced measures like neural networks, k-nearest neighbors are also
used to quantify authorship. In our experiment, we have used a probabilistic clas-
sification method, which is variation of Naive Bayes classification method [19]. In
our experiment, classification feature is measured by a simple probability metric

PA =
SA

FA × T
(1)

where, PA is probability of test document being written by Author A, SA is
total occurrence of test document tokens in training set of Author A, FA is total
frequency of tokens in training set of the corresponding author and T is total
number of tokens in test document.

In the above formula, T , being a constant denominator, will have no effect
on the probability PA in a relative scale. The division by T will normalize the
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probability for documents of different size and it will be effective only when we
would like to find out the more likely document for a candidate author from a
set of test documents.

To calculate the probability metric of a test document for a candidate author,
we need to find out correct tokens from test and training document first. In
our experiment, initially unigram words are considered as the feature set for
classification. In this step, all unigram words are taken as individual tokens to
calculate the simple probability metric PA mentioned earlier. In the next step,
bi-gram words are considered as the feature set for classification and all the
bi-gram words are taken as individual tokens to calculate the same.

The metric measures the probability of a test document being written by
a candidate author. This classification metrics are calculated for all candidate
authors to quantify the authorship of a test document. A test document is at-
tributed to a candidate author, if the classification metric for that author is
greater than that of other candidate authors.

Suppose there are N candidate authors (A1, A2, . . . , AN ) for a test corpus. A
test document is attributed to a candidate author by using the following formula.

If (PAi > PAj) for j = 1 to N and i �= j
Test document is attributed to author Ai

The authorship attribution approaches are distinguished in mainly two ways
according to the extraction of authors’ style cumulatively or individually. In
profile-based approach, all the training texts per author are concatenated in a
file. On the other hand, each training text is individually represented in sep-
arate files for instance-based approach. We prefer instance-based approach for
attributing authorship from the test collection.

4 Details of the Collection

We used test collection of Bengali documents consisting of Rabindranath Tagore
and Bankim Chandra Chattopadhyay’s novels and Sukanta Bhattacharyay’s po-
ems in our experiment. There are total 36 documents (13 novels by Rabindranath
Tagore (RT), 14 novels by Bankim Chandra Chattopadhyay (BCC) and 9 poems
by Sukanta Bhattacharyay (SB)) in the complete set of test collection. Detailed
statistics of the test collection are given in the Table 3.

Table 3. Detailed statistic of the test collection

Author Name Genre No. of Docs Total No. of Tokens No. of Unique Tokens

Rabindranath Tagore (RT) Novel 13 594757 40626

Bankim Chandra Chattopadhyay (BCC) Novel 14 381119 36016

Sukanta Bhattacharyay (SB) Poem 9 1093 691

There are several steps in our experiment. In each steps, we choose 30%, 50%
and 70% documents respectively from the collection of each candidate authors
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as training data set. The selection of training data set was done randomly. The
remaining documents are attributed on the basis of this training data set. Divi-
sion of the whole corpus into training set and test set are tabulated in Table 4,
when 30%, 50% and 70% of data from individual authors are used for training.

Table 4. Division of whole corpus into training set and test set when 30%, 50% and
70% data used for training

30% data used for training 50% data used for training 70% data used for training
Author
Name

No. of
docs

No. of docs in
training set

No. of docs
in test set

No. of docs in
training set

No. of docs
in test set

No. of docs in
training set

No. of docs
in test set

RT 13 4 9 7 6 9 4

BCC 14 4 10 7 7 10 4

SB 9 3 6 4 5 6 3
Total 36 11 25 18 18 25 11

5 Experimental Results

All the experiments have been done on the test corpus, mentioned earlier. In
the first stage of our experiment, unigram words and vocabulary richness are
taken as feature set. In this case at first 30% of documents from the collection
of each candidate authors are selected randomly to train the classifier. So out
of total 36 documents, 11 documents are selected for training set. Remaining
25 documents are classified on the basis of the training data set. In the next
step, 50% and 70% data from each author are used for training and remaining
documents are classified. Lastly each and every document is classified when all
the remaining documents are used as training set. The percentages of correctly
classified documents, taken unigram words as the feature set, are tabulated in
the Table 5.

Table 5. Rate of correctly classified documents when unigram words are taken as
feature set

No. of docs in training set No. of docs to
be classified

No. of correctly
classified docs

Percentage of cor-
rect classification

11(30% from each candidate authors) 25 19 76.00%

18 (50% from each candidate authors) 18 14 77.78%

25 (70% from each candidate authors) 11 9 81.82%

35 (All the documents except the test case) 36 33 91.67%

From this observation, it is seen that the percentage of correct classification
is improved with increasing size of training set.

In the next stage, same thing has been done except the selection of feature set.
As feature set, bi-gram words and vocabulary richness are selected in this case.
Similarly 30%, 50% and 70% data from individual authors is trained to classify
remaining documents on the basis of new feature set. Then every document is
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classified separately when remaining documents are used as training data. In this
case, there was a huge improvement in the percentage result. The percentages
of correctly classified documents, taken bi-gram words as the feature set, are
tabulated in the Table 6.

Table 6. Rate of correctly classified documents when bi-gram words are taken as
feature set

No. of docs in training set No. of docs to
be classified

No. of correctly
classified docs

Percentage of cor-
rect classification

11(30% from each candidate authors) 25 25 100.00%

18 (50% from each candidate authors) 18 18 100.00%

25 (70% from each candidate authors) 11 11 100.00%

35 (All the documents except the test case) 36 36 100.00%

From this observation, it is obvious that as a feature set, bi-gram words are
good enough to classify authorship of the Bengali corpus. Even a small size of
training data can quantify the authorship of test documents correctly.

6 Conclusion

It is evident from our experiment that the attribution results strongly depend on
the size of test corpus as well as proper feature set selection. In our experiments,
only some lexical features are taken into account. Using some advanced feature
or combination of some features on Bengali test collection may result better.
Many machine learning techniques like principle components analysis (PCA),
support vector machines (SVM) can be used to quantify authorship of Bengali
test documents in recent future. The application of the well-known tf-idf (term
frequency*inverse document frequency) [20] principle for unigram and bi-gram
features can also be useful. The main problem with the resource is the unavail-
ability of Bengali literary works by different authors. The three candidate au-
thors in our experiment (RT(1861-1941), BCC(1838-1894) and SB(1926-1947))
belong to distinct generation. So there are some differences in their vocabulary
and style. The availability of many documents by different candidate authors
from the same age and of similar style will validate the effectiveness of this
method. In general, this result can be generalized to classify blog writers, detect
plagiarism in Bengali also.
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Abstract. This paper presents a potential seed selection algorithm for web
crawlers using a gain - share scoring approach. Initially we consider a set
of arbitrarily chosen tourism queries. Each query is given to the selected N
commercial Search Engines (SEs); top m search results for each SE are obtained,
and each of these m results is manually evaluated and assigned a relevance score.
For each of m results, a gain - share score is computed using their hyperlinks
structure across N ranked lists. Gain score of each link present in each of m
results and a portion of the gain score is propagated to the share score of each of
m results. This updated share scores of each of m results determine the potential
set of seed URLs for web crawling. Experimental results on tourism related web
data illustrate the effectiveness of the proposed seed selection algorithm.

Keywords: Web Crawlers, Seed Selection, Link Data, Relevant Judgment.

1 Introduction

Online web documents, specifically in textual form, are massively growing and popular
search engines process (SEs) these documents using the Information Retrieval (IR)
components namely: crawler, indexer and searcher as shown in Figure 1. For a given set
of Uniform Resource Locators(URL), the crawler fetches the content of the URLs, the
indexer facilitates a comprehensive storage of the extracted content from each URL,
through indexes, and the searcher estimates similarity between a user query and the
indexed documents. Since searching the web upon each query would require processing
millions of pages, a searcher makes the search on a smaller subset of documents
collected through seed URLs and returns the top m results. The results of a particular
search engine may not include the best possible web pages the user is interested in.
Correspondingly, if a user queries for certain information, different search engines
provide differently ranked top m search results. Two factors mainly determine the
quality of search results: similarity judgment and seed URLs. The former is popularly
known as “web ranking”. The latter should be a good representative of the web in order
to retrieve maximum number of relevant documents. However, it is often not, leading
to inadequate relevant results.
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Rank aggregation can be seen as the problem of computing the “consensus”
ranking of the alternatives, given the individual ranking preferences of several judges.
Rank aggregation has been applied in the context of searching and retrieval of web
content, such as meta-search, aggregating the ranking functions, spam reduction,
word association techniques, airline reservation, ranking restaurants based on different
criteria (cuisine, driving distance, ambiance, star or dollar rating, etc) and comparison
of various search engines [5]. In this paper, we propose a rank-aggregation based seed
selection algorithm for discovering a good representative subset of URLs as potential
seeds.

The paper is organized as follows: Next section describes the notion of seed URL
and a brief overview of the related research. Section 3 describes the proposed method
for iteratively discovering seed URLs. Section 4 describes evaluation methodology and
experimental results. Finally, section 5 concludes the paper.

2 Discovering Potential Seeds

Web crawlers download web pages by exploring the interconnected hyperlink structure
of the World Wide Web. This process is known as web crawling or spidering. From
these downloaded pages, search engines extract the content and adds to the index for
searching. Since web pages are frequently changed, modified, added and / or deleted,
it is necessary to perform the index update through periodic visits of the web content.
General and specific purpose search engines apply modern search technologies. Still no
single search engine has proven to satisfactorily meet the information needs of users
due to the poor coverage and / or ranking of web contents [2,5].

To make the crawling more effective, it is essential to select proper seeds from
which the crawler can start its discovery of web pages towards more “related” and less
“noisy” web content [8,12]. More recently Zheng et al. [13] proposed a seed selection
algorithm based on the analysis of the graph structure of the web. This method assumes
that every crawled web page has been assigned a value. A higher value indicates higher
quality or higher potential to discover new pages. In addition, the value can be negative
if the page is undesirable, such as a spam page. It was shown that the addition of
seeds representing “similar” web documents would improve the search results [11].
Hyperlink recommendations have also been used to increase the web coverage[6].

To crawl the specific type of web content, special crawlers like focused crawlers are
being used[3]. These crawlers mainly focus on pages that are relevant to a predefined
set of topics which shape the list of seed URLs. However focused crawlers heavily rely
on the topical locality phenomenon in which web pages on a given topic are usually
clustered together, with many links that connect one page to another. Once a good page
is found, the crawler can analyze its cluster to retrieve pages on the same topic[7].
Bergmark et al. suggested a tunneling technique which allows the crawler to follow
a limited number of bad pages in order to reach the good ones [1]. Recently Yahoo!
invented a method to compare and choose seeds amongst potential sites[4]. Revisiting
the same seed sites on a regular basis may not result in discovering enough new URLs.



Finding Potential Seeds through Rank Aggregation of Web Searches 229

3 Proposed Approach Using Rank Aggregation

In this section we present an algorithm that selects the seeds based on the link analysis
of search results each obtained for a randomly selected query. Figure 1 shows the basic
web crawler with the proposed modifications.
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The algorithm is based on a gain and share mechanism on the links present in
the retrieved search results (see Figure 2). The Gain of a link is defined as the score
contributed by the number of links pointed to it. Similarly, the Share of a search result
is defined as the score that contributes to the seed score of qualified links. Initially, from
the arbitrarily selected set of queries {q1, q2, · · · , qn}, each query is issued to N general
purpose search engines. For each qp, 1 ≤ p ≤ n, we obtain N ranked sets of URLs:
S = {S1, S2, · · · , SN} where each Si, 1 ≤ i ≤ N contains a ranked list of top m
search results: Si = {r1

i , r
2
i , · · · , rm

i }. Each rj
i , 1 ≤ j ≤ m, is visited and its relevance

as a seed is assigned manually. Then the links, present in each rj
i , of all N ranked search

results corresponding to the given query qp, 1 ≤ p ≤ n, are collected and gain - share
score of each rj

i ∈ S is iteratively computed. For each link lkj , 1 ≤ k ≤ u (u = total

number of links in rj
i ) present in rj

i , a gain score is computed and a part of this score is
propagated to rj

i as a share score. This share score updates the seed score of rj
i which,

in turn, determines the subset of potential URLs for each query. Algorithm 1 presents
the details of this mechanism.

It is to be noted that each of the search results, rj
i , may contain links leading to

relevant / related web pages (or may not in the worst case - in which it is a dead end
page having no further links to span the web - this would not be a good seed URL and
hence discarded directly). Now the crawler is used to get the content of each of the
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retrieved search results. This content is first segmented into blocks and the noisy blocks
are eliminated using link - to - text ratio. Here Link - to - text ratio is defined as the ratio
between the size of the text tagged with hyperlinks and the text without hyperlinks. This
possibly eliminates noisy blocks from the web document using the structural properties
of the underlying mark up language and presents the valid blocks. From these valid
blocks, outgoing links are collected and used to estimate the gain - share scores.

Algorithm 1. Seed Selection Algorithm using Link Interrelatedness Based Scoring

Input: A query having d terms: Q = {t1, t2, · · · , td}
Top ranked n URLs of N SEs: Si = {rj

i | 1 ≤ i ≤ N & 1 ≤ j ≤ n};
threshold - The update limit for the share score at the parent link;

Procedure:
1: For each rj

i , seed score(rj
i ) ← ∅;

2: for each search engine ∈ N do
3: For given q, retrieve top m URLs and assign Share(rj

i ) := 0.0;
4: for each retrieved URL rj

i ∈ R do
5: seed score(rj

i ) ← manual relevance judgment in 0-1 scale &
UrlsInPage ← ∅;

6: Obtain valid blocks of rj
i using link-to-text ratio ;

7: Extract links lkj from valid blocks of rj
i & URLsInPage ← insert(lkj );

8: max = #(overlapping lkj ∈ URLsInPage);
9: for each lkj ∈ URLsInPage do

10: Gain(lkj ) ← 0.0 & Compute/update the gain of lkj using Equation. 1;
11: if ( Gain(lkj ) < threshold ) then
12: Discard lkj from URLsInPage; max = max− 1;
13: else
14: Update Share(rj

i ) using Equation 2;
15: end if
16: end for
17: seed score(rj

i ) ← Share(rj
i )

18: end for
19: end for
20: return top l URLs, sorted by seed score(rj

i ), as SEEDS

Output: Top l SEED URLs sorted by their seed score in the decreasing order

For each search result, we obtain m URLs (delivered by one of the SEs) each
of which is stored in UrlsInPagej where 1 ≤ j ≤ m. Then we apply the rank
aggregation process on each lkj , where 1 ≤ k ≤ n in each search result and obtain
the gain scores.

Gain(lkj ) = Gain(lkj ) +
#OL(rj

i )

rank(rj
i )

× seed score(rj
i ) (1)
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where rj
i = P (lkj ) - the parent of link lkj ; #OL(rj

i ) = Total number of outgoing links

from rj
i ; rank(rj

i ) = {v} ∀v, 1 ≤ v ≤ n. Initially, gain is assumed to be zero.
In the proposed algorithm, we have just used the outgoing links from the search

engine results rj
i , but in principle, one could use several levels of outgoing links from rj

i .
Thus the algorithm could be generalized where gain - share score is computed iteratively
over a chain of links. Each of these links propagate a certain amount of share of their
gain score to its parent (actual search results) to support it as a good seed. We term the
final share score as the seed score.

Share(rj
i ) = Share(rj

i ) + (Gain(lkj )/max) (2)

where max - the number of overlapping outgoing links of search results across N
search result sets for each corresponding query.

This score will be shared with the corresponding search result in the bottom up
fashion and will support the search result for becoming a good candidate in seed
selection. This is repeated for all links present in all subsets and then the top m search
results of N search engines. Once we complete the gain - share computations for all top
m search results which are then aggregated and based on their new seed score and top
m links were selected as the potentially good seed URLs.

4 Evaluation and Discussions

We have selected 10 tourism queries (in English) from Cross Lingual Information
Access (CLIA) Project - a major project for CLIA in Indian languages, funded by
the Government of India, and being executed by a consortium of several academic
institutions and industrial partners 1. Each query is presented in three forms: title -
the actual query, desc - the expanded query and narr - the narration of the query. Here
we consider each query either with ( title and / or desc). The structure of each query is
shown in Figure 3 and selected list of queries are given in the Figure. 4.

4.1 Dataset and Evaluation Strategy

We have collected URLs of top n = 30 search results for each of the queries given in
Figure 4 using four commercial search engines: Google, Yahoo!, Bing and Cuil during
September 2010. Thus for each query, we have collected 120 ( = 4 search engines each
with top 30) search results which may be disjoint or may partly overlap across the
search results of different search engines. We repeated this process for all 10 queries
listed in the Figure 4 and collected 1200 web pages. Some of the links were obsolete,
modified or removed. All these 1200 web pages were visited manually and relevance
of each was judged in the scale of real numbers between 0 and 1 with 0.1 steps. The
actual overlap among the search results of 4 search engines are listed in Table 1 and the
rank of these overlapping URLs across 4 search results are different. We measure the
goodness of seeds (in turn, the goodness of the crawl created by the ranked seed set) by
Precision measure. Precision (P) is the fraction of retrieved documents that are relevant.
We measure P@d (“Precision top d documents”) with d = 10.

1 http://www.clia.iitb.ac.in/clia-latest
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<topics>
 <top lang=”en”>

<num>4</num>
<title>Trekking in Darjeeling</title>
<desc>Find documents reporting on the trekking

                        expedition in Darjeeling</desc>
<narr>Relevant document should report on the
trekking expeditions in Darjeeling, the breathtaking
view of the surrounding landscape, flora and fauna,
the names of the popular treks like the Sandakphu
trek, the Kalimpong trek etc, the different trekking
routes,the necessary clothing and equipment for
trekking, the best months for trekking and information
regarding different tour packages provided for the
tourists.</narr>

 </top>
</topics>

Fig. 3. Query in XML format

QID Query (title)
Q1 Amritsar and the Golden Temple
Q2 Rishikesh Water Rafting
Q3 Toy train Shimla
Q4 Mumbai Ganesh Festival
Q5 Sunderbans National Park and its tourist

attractions
Q6 Cuisine of Tamil Nadu
Q7 Goa its beautiful beaches
Q8 Sun Temple at Konark
Q9 Meghalaya and its virgin beauty

Q10 Trekking in Darjeeling

Fig. 4. Selected 10 CLIA Queries

Table 1. Overlapping URLs among 300 [10 Queries × Top 30] Results

# Engines Google Yahoo! Bing Cuil
Google 0 90 108 38
Yahoo! 90 0 108 29
Bing 108 108 0 32
Cuil 38 29 32 0

4.2 Relevance Judgement

During the manual relevant judgement, we focus particularly on the search results
leading to the “intent” of user’s queries. Since the domain being tourism, it is natural to
get lots of web content related to tour packages or planning trips (schedulers), or having
forms for booking accommodation or transport. So we have given less importance to
such contents and more to the focused content of the web documents. During manual
evaluation, we have made some observations which mimic the characteristics of the
commercial search engines. Some of the search results for the given query leads to
video information and may be visually related to the given query. But it is not useful for
the systems handling textual content or users having the intent in exploring the history
behind the query. In a query related to “trekking”, most of the pages contain schedules
and plans about the trekking packages offered at various nearby hilly places. Forum
discussions / answers describing the user experiences on a specific feature - may be
event or place or hotel - are obtained for queries having proper name.

We eliminated the outdated or invalid results by marking it as -1. A few search results
contained information about the subtopic of the given query than fetching the overall
intent of the query. Such pages were proportionately marked with score deductions.
The search results having site replications at different URLs were ranked in the list.
For example, page having URL like “http://www.abc.com” and “http://abc.com” were
considered as single entity and it is hardly possible to avoid this in the automated web
crawling.
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4.3 Discussions

Here we present the experimental results of the proposed method on selected tourism
related queries. Out of total 1200 search results [ = 10 Queries x top 30 results x 4
search engines], we have identified 320 links that are common across search results
of different search engines. Hence 26% of same search results repeat on an average
for top 10 queries. We have noticed similar amount of search results between Google
and Yahoo! search engines. However the number of matching results between Google
and Bing is high and Google and Cuil is low (please refer to Table 1). This forms a
fair distribution among the search results across different search engines for different
queries. During the preliminary analysis, we found that if more number of child link
influence the gain - share score, then it is essential to modify the threshold so that more
and more hyperlinked pages, even though they are irrelevant, would hardly dominate
the score propagation.

First we selected top 40 urls for each query and crawled them to the depth 2. Now
for each query, we have manually checked the precision @ top d (=10) documents score
for selected queries(refer to Figure 6). The proposed method diverges in some cases for
example, Q10 - “Trekking in Darjeeling”, there are lots of pages with Nepal expeditions
and Himalayan expeditions rather than focusing on Sandakphu and Kalimpong Treks.
We have done this experiment with only 1200 relevant judged web documents and
hence the diversity of the seed selection would be attempted with more data.
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Figure 5 shows the preliminary results of our experiments towards seed selection
among the selected queries. Here we have highlighted special cases in which manual
judgment score is lower, but the gain - share score is considerably higher. This indicates
that this seed could be a better candidate for selecting as the seed URL. Similarly the
seed for the query Q8 which ranked 7 in the ranked list with partial relevance can be a
better choice due to its link structures. These links carry forward to the relevance links
in a few steps. In the sequel, we would like to experiment more in comparison with the
recent web crawler seed selection algorithms.
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5 Conclusion

In this paper, we proposed a seed selection algorithm for web crawlers using link data
with gain - share based approach. The proposed method would capture the potential
seeds from the ranked search results of commercial search engines in an indirect
way. This approach could also be generalized to find better seeds by accounting the
crawling to various depths. Analyzing the commercial search results can model the
characteristics in finding good candidates towards computing the “interestingness” of a
page(in turn, relevance to the user query). In our future work, attempts would be made
to dynamically modify, update and / or remove the outdated URLs [9,10].

References

1. Bergman, M.K.: The deep web: Surfacing hidden value. Journal of Electronic Publishing 7(1)
(August 2001)

2. Brin, S., Page, L.: The anatomy of a large-scale hypertextual web search engine. In: WWW7:
Proceedings of the seventh international conference on World Wide Web 7, pp. 107–117.
Elsevier Science Publishers B.V., Amsterdam (1998)

3. Chakrabarti, S., van den Berg, M., Dom, B.: Focused crawling: a new approach to topic-
specific web resource discovery. Comput. Netw. 31(11-16), 1623–1640 (1999)

4. Dmitriev, P.: Host-based seed selection algorithm for web crawlers. US Patent
(US20100114858A1) (May 2010)

5. Dwork, C., Kumar, R., Naor, M., Sivakumar, D.: Rank aggregation methods for the web.
In: WWW 2001: Proceedings of the 10th international conference on World Wide Web, pp.
613–622. ACM, New York (2001)

6. Hawking, D., Craswell, N.: Which search engine is best at finding online services? In:
Proceedings of WWW10, Hong Kong (2001)

7. Micarelli, A., Gasparetti, F.: Adaptive focused crawling. Springer, Heidelberg (2007)
8. Niu, C., Li, W., Ding, J., Srihari, R.K.: A bootstrapping approach to named entity

classification using successive learners. In: ACL 2003: Proceedings of the 41st Annual
Meeting on Association for Computational Linguistics, pp. 335–342. Association for
Computational Linguistics, Morristown, USA (2003)

9. Pal, S.K., Talwar, V., Mitra, P.: Web mining in soft computing framework: relevance, state
of the art and future directions. IEEE Transactions on Neural Networks 13(5), 1163–1177
(2002), http://dx.doi.org/10.1109/TNN.2002.1031947

10. Rumelhart, D.E., Hinton, G.E., Williams, R.J.: Learning internal representations by error
propagation. MIT Press, Cambridge (1986)

11. Smucker, M.D., Allan, J.: Using similarity links as shortcuts to relevant web pages. In: SIGIR
2007: Proceedings of the 30th annual international ACM SIGIR conference on Research and
development in information retrieval, pp. 863–864. ACM, New York (2007)

12. Yangarber, R.: Counter-training in discovery of semantic patterns. In: ACL 2003:
Proceedings of the 41st Annual Meeting on Association for Computational Linguistics, pp.
343–350. Association for Computational Linguistics, Morristown, USA (2003)

13. Zheng, S., Dmitriev, P., Giles, C.L.: Graph based crawler seed selection. In: WWW 2009:
Proceedings of the 18th international conference on World wide web, pp. 1089–1090. ACM,
New York (2009)



Combining Evidence for Automatic Extraction

of Terms

Boris Dobrov and Natalia Loukachevitch

Research Computing Center of Lomonosov Moscow State University,
Leninskie Gory, 4/1, Moscow, Russia

{dobroff,louk}@mail.cir.ru

Abstract. The paper describes the method of extraction of two-word
domain terms combining their features. The features are computed from
three sources: the occurrence statistics in a domain-specific text collec-
tion, the statistics of global search engines, and a domain-specific the-
saurus. The evaluation of the approach is based on the terminology of
manually created thesauri. We show that the use of multiple features
considerably improves the automatic extraction of domain-specific terms.
We compare the quality of the proposed method in two different domains.

Keywords: term acquisition, thesaurus, Internet search, machine
learning.

1 Introduction

Technical terms represent domain-specific concepts in domain documents. It
means that terms are key elements to understanding of the conceptual structure
of the domain. Therefore automatic extraction of domain-specific terms from
texts is a subject of constant interest in automatic processing of documents.
The special difficulty is the automatic extraction of multiword terms [1].

When working with large subject areas and text collections, even the best
methods for extracting terminological collocations show significant drop in term
percentage from 90% in the first hundred of the list, down to 60% in the third
thousand. Thus, an important problem is development of new methods to im-
prove the quality of phrase ordering to increase the percentage of terms at the
top.

For many years researchers tried to find the best statistical feature for term
extraction. Now machine learning methods allow for the combination of many
features. Thus, in [2] the combination of different statistical characteristics of
phrases, based on the Czech text collection, is used to extract different types of
collocations (such as phrasal verbs or idioms). The authors used over 80 features
and obtained 20% improvement compared with the best individual feature. But
the authors of this paper indicate that efficiency of different features is very
variable and depends on a collection, types of expressions and so on.

In this paper we describe an experiment to extract two-word terms based on a
combination of three types of features: features based on a domain-specific text
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collection, features obtained from an Internet search engine and features obtained
from a domain-specific thesaurus. Working with a thesaurus we simulate the
situation when a thesaurus partially exists. We want to study its potential to
recognise new terms. The important point of our research is to study the stability
of the term extraction model among different domains.

2 Description of Experiment: Data and Evaluation

We conduct our study in two domains. The first domain is the very broad domain
of natural sciences and technologies. The second domain is domain of banking
and bank regulation. For both domains we have Russian domain-specific thesauri
developed manually, which we use as a basis for evaluation of term extraction
methods. The current volume of Ontology on Natural Sciences is more than 140
thousand terms [3]. Banking thesaurus includes about 15 thousand terms.

Besides we have Russian domain-specific text collections used for develop-
ment of these thesauri. From the text collections we have extracted single words
and multiword expressions. Two-word expressions belong to two types of noun
groups: Adjective+Noun and Noun+Noun in Genitive. The extracted expres-
sions were ordered in descending order of their frequencies. Our experts worked
with these term candidate lists paying more attention to expressions with high
frequencies. However it was noted that the important terms could have medium
or low frequencies because of the unbalance of the text collections. So the aim of
our new term extraction method is to reorder the extracted expressions to pro-
vide the presence of more approved terms in the beginning of the candidate list.
We experimented with five thousands of the most frequent two-word expressions
from these candidate lists.

To evaluate the reordering quality of methods we use the measure of aver-
age precision adopted from information retrieval [4]. Average precision AvP in
the task of extracting terminological expressions is calculated as follows. Sup-
pose that in an ordered list of expressions there are k terms, and pos (i) -
position of the i-th term from the beginning of the list. Then the precision on
the level of the i-th terminological expression PrecT ermi in an ordered list is
PrecTerm(pos(i)), that is the value of precision PrecT ermi is calculated at
the time of inclusion to the list of i-th term and is equal to the percentage of
terms in the list from 1 to pos (i) positions. Average precision for the given
ordered list is equal to the average value of PrecT ermi:

AvP =
1
k

∑

i

PrecTermi

Measure of average precision allows us to estimate the quality of term ex-
traction with a single value because the more domain terms are located in the
beginning of the list the more is the value of average precision.
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3 Features for Term Candidate Reordering

For extracted phrases we compute features of three types. First, we use features
calculated on the basis of the domain-specific text collection. In this experiment
such features are the frequency of the phrase, mutual information (MI),
MI3 (the same as MI but accounts the cube of the phrase frequency [5]) and
Insideness. Insideness is calculated as the inverse ratio of the phrase frequency
to maximal frequency of a three-word phrase comprising the given phrase.

We use not so many features from the domain-specific text collection because
our main interest is to study other types of features based on Internet search
and known terms desribed in a domain-specific thesaurus. We will consider these
types of features in the following subsections.

3.1 Features Based on Internet Search

Internet-based features were obtained with xml-interface of Russian Search En-
gine Yandex on the basis of specially formulated queries. For our experiments
we utilised so-called search snippets - short fragments of texts explaining search
results. Example of one of Yandex snippets for phrase internal debt is as
follows:

Internal debt is the part of a country’s debts that is owed to creditors who
are citizens of that country. It is a form of fiat creation of money, in which the
government obtains cash not by printing it, but by borrowing it.

Use of Internet search for term extraction is important for the following rea-
sons. First, the domain-specific text collection is always not sufficient because a
lot of fairly significant terms of the domain may have relatively low frequencies
in it. Involvement of the Internet helps us get additional information on such
terms. Secondly, the use of information from the Internet allows us to find out
if a given phrase is rigidly connected with the domain.

To calculate phrase features, 100 snippets from search results were utilised.
Snippets from the same query were merged into one document and processed by
the morphological processor. As a result, for each set of snippets lemmas (words
in a dictionary form) were extracted and their frequencies of occurrence were
calculated. For every query, we obtain a vector of lemmas with corresponding
frequencies. Snippets are generated for the whole phrases and its constituent
words. We denote Sab - a vector of lemma frequencies derived from phrase snip-
pets, Sa, Sb - vectors of lemmas from constituent word snippets. From such
vectors, the following types of features were calculated.

The first group of features are scalar products of snippet vectors: < Sab, Sa >
(Scalar1), < Sab, Sb > (Scalar2). Also we calculated scalar products of Boolean
variants of snippet vectors (elements of vectors are from {0, 1}) : < Sbab, Sba >
(Boolean1), < Sbab, Sbb > (Boolean2). These features compare overall dis-
tinctions in lexical contexts of a phrase and its components.

The frequency of a phrase in its own snippets (FreqBySnip). We sup-
posed that if the value of this feature is significantly greater than 100 (sometimes
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this feature reached 250-300 occurrences in 100 snippets), it means that there
are many contexts, in which this phrase is explained in detail, is the theme of
the fragment, and, most likely, this phrase denotes an important concept or a
specific entity.

Features of semantically specific context (SnipFreqi). Many domain-
specific mulltiword terms have sense specificity, which can not be deduced from
its components. This specificity of the term can be shown in additional rela-
tions to other terms not directly related to intial term components. To find such
specificity we extract a single lemma that is very frequent in phrase snippets
and absent (or rarely mentioned) in component snippets.

Let lemma L occur fab times in phrase snippets, fa, fb times occur in snippets
of components. Then we calculate SnipFreq0 feature as follows:

SnipFreq0 = max
L

fab−a−b log
N − dLcol

dLcol

where
fab−a−b = max(fab − fa − fb, 0),
dlcol is a lemma frequency in documents of a contrastive collection, N - is

the number of documents in the contrastive collection. Factor log
(

N−dLcol

dLcol

)
is

so called idf-factor known from information retrieval research [4], it helps to
diminish influence of frequent general words. The contrastive collection is the
collection of documents of Belorussian Internet distributed in the framework of
Russian seminar on information retrieval (www.romip.ru/ en/index.html).

SnipFreq1 and SnipFreq2 features are calculated in similar way excepting
words in a window of 1 (2) words near every occurrence of ab phrase. These
variants of SnipFreq feature are intended to remove partial fragments of longer
terms from consideration.

Number of definitional words in snippets (NearDefWords). This feature
calculates overall frequency of so called definitional words in phrase snippets.
These words (as type, class, define etc.) are often used in dictionary definitions.
Therefore their presence in snippets can mean that a snippet contains a definition
of this phrase or the phrase is used in definition of other term. NearDefWords
feature is equal to the number of these definitional words that appeared imme-
diately adjacent (left or right) with the original phrase in snippets.

Number of marker words in snippets (Markers). This feature denotes
number of five-ten the most important words of the domain in snippets of the
expression. For the natural science domain these words were as follows: mathe-
matics, mathematical, physics, physical, chemisry, chemical, geology, geological,
biology, biological.

Number of Internet page titles (SnipTitle). We calculated number of In-
ternet page titles coinciding with a given phrase, because we supposed that use of
the expression in the title of an Internet page stresses significance of the phrase.
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3.2 Features Based on Terms of Domain-Specific Thesaurus

In many domains there are well-known terms and even information-retrieval
thesauri. The third type of our features is based on the assumption that the
known terms can help to predict unknown terms. For the experiments in two
domains, we used the relevant thesauri. If a phrase was a thesaurus term, then it
was excluded from the terminological basis for feature generation. We considered
the following features obtained from a domain-specific thesaurus.

Synonym to Thesaurus Term (SynTerm). Documents of the domain can
contain a lot of variants of the same term [6]. Therefore we can suppose that a
phrase similar to a thesaurus term is also a term. Let a and b be components of
phrase ab. We consider phrase cd as a synonym of ab phrase if every component
word of phrase cd is either equal to a component word of ab either is a synonym
of a component word of ab. The order of components in a phrase is unimportant.

Synonym to Non-Term (SynNotTerm). We also fix a feature of similarity
to a phrase not included to the thesaurus.

Completeness of Description (Completeness). It is possible that compo-
nent words a and/or b of phrase ab have been already described in the domain
thesaurus as domain terms. Completeness feature is a sum of thesaurus relations
of component terms in the thesaurus.

4 Results of Experiments

We experimented in two domains: the banking domain and the domain of natural
sciences. In all experiments, 5 thousand most frequent two-word expressions ex-
tracted from the corresponding text collections were used. For these expressions
all above-mentioned features were calculated. To obtain the best combination
of features generating the best reordering, we used machine learning methods
implemented in programming package RapidMiner (www.rapidminer.com). The
quality of reordering was evaluated with AvP measure. The training set was
three-quarters of the phrase list, the testing set was a quarter. As basic minimal
levels of AvP we used the alphabet order and the decreasing frequency order.

We tested various machine learning methods from RapidMiner package. Every
time logistic regression achieved maximal level of AvP. Therefore we took this
method as a basic method of machine learning for our experiments in term
extraction. The table 1 shows values of AvP for single features and results of
logistic regression method.

SynTerm and SynNotTerm features are Boolean and can not be evaluated
with AvP. We concluded that SynTerm feature is highly informative: if Syn-
Term (ab) =1 then phrase ab is a domain term with probability of more than
80%.

We can see that in both cases the same set of features and use of machine
learning methods lead to much higher values of average precision. However there
are significant distinctions in ratios between AvP of features. For example, in
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the banking domain AvP of the frequency feature has the highest value, features
with high average precision in the science domain have enough low values in the
banking domain.

We explain this phenomenon with relative narrowness of the banking domain.
Banking documents contain a lot of terminology from neighbour domains such
as economy or politics. So among extracted expressions, there are many real
terms having all specific qualities of ”termhood” but not related to the banking
activity. In the scientific text collection the share of terms from other domains
is much lower.

Also we can see failure of SnipFreqi features in banking domain. The reason
of this phenomenon, in our opinion, is as follows: the banking domain is subject
to legal regulation, therefore documents of the domain contain a lot of citations
from legal acts which leads to false large values of SnipFreqi.

Table 1. Average Precision (AvP) for single features and logistic regression. Feature
SnipTitle was not extracted for phrases in science domain.

Feature AvP (Banking)% AvP (Natural Sciences)%

Alphabet 40% 57%

Frequency 57% 66%

Mutual Information 43% 64%

MI3 45% 67%

Inside 55% 75%
FreqBySnip 53% 69%

NearDefWords 49% 73%

Scalar1 42% 61%

Scalar2 45% 60%

BinarScalar1 49% 64%

BinarScalar2 48% 62%

Snipfreq0 34% 66%

Snipfreq1 38% 67%

Snipfreq2 38% 67%

Markers 40% 65%

Completeness 52% 69%

SnipTitle 50% -

Logistic Regression 79% (+38.6% from Freq) 83% (+25.8% from Freq)

5 Conclusion

In this paper we have proposed to use three types of features for extraction of
two-word terms and have shown that all these types of features are useful for term
extraction. The set of features includes new features such as features extracted
from the existing domain-specific thesauri and features based on Internet search
results.
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We have shown that the combination of several types of features considerably
enhances the quality of the term extraction procedure. The developed system
of term extraction reorders terms in a list of candidates much better than the
basic-line order with decreasing frequency.

We studied the set of features for term extraction in two different domains.
We found that developing term extraction models in a specific domain, it is
important to take into account such properties of the domain as broad scope or
narrow scope (science vs. banking) and relatedness to the socio-political domain,
which is regulated with legal acts. We suppose that it is possible to find the
main types of domains for term extraction, to select the best feature sets and
corresponding machine learning models for every type of domains.
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Abstract. The paper addresses the problem of finding top k influen-
tial nodes in large scale directed social networks. We propose a central-
ity measure for independent cascade model, which is based on diffusion
probability (or propagation probability) and degree centrality. We use (i)
centrality based heuristics with the proposed centrality measure to get k
influential individuals. We have also found the same using (ii) high degree
heuristics and (iii) degree discount heuristics. A Monte-Carlo simulation
has been conducted with top k-nodes found through different methods.
The result of simulation indicates, k nodes obtained through (i) signif-
icantly outperform those obtain by (ii) and (iii). We further verify the
differences statistically using T-Test and found the minimum significance
level (p-value) when k > 5 is 0.022 compare with (ii) and 0.015 when
comparing with (iii) for twitter data.

1 Introduction

Large scale online social networks became popular in recent years. Twitter, Face-
book, Orkut, LinkedIn is few examples. These social networks have millions of
users. People around the globe are connected with the purpose of common in-
terests. These applications are becoming a huge marketing platform of products
and services, specially spreading the information to a large number of people in
a short amount of time. However, the most important question arises “How to
select the influential individual quickly, to target for marketing?”

Domingos et al. were the first to study the problem as an algorithmic problem
and proposed probabilistic methods in [3, 10]. In [5] Kempe et al. formulated
the problem as a discrete optimization problem and showed that the problem is
NP hard. They also proposed a greedy hill climbing approach, which provides
(1−1/e−ε) approximation of the optimal solution. Finally, they showed through
experiments that their approach provides significant improvement over the clas-
sical degree, and centrality based heuristic. However, for large scale graphs, the
greedy approach may be time consuming. Chen et al. recently proposed few im-
provements of the model in [1]. They provided NewGreedy and further modified
it to MixedGreedy. Even after the improvement, this approach would take days
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to run on large scale social networks. So, Chen et al. in [1] provided the de-
gree discount heuristic model which runs much faster than the greedy model. In
[4], authors provided another approach to solve the problem in less time. They
called it set covering greedy algorithm. This algorithm, however, needs more
time compared to the centrality based heuristic models.

In this paper, we propose a centrality measure, diffusion degree, and then we
use it to rank influential individuals of large sample of directed social networks.
We simulate the information spread with top k nodes from different algorithms
and compare it with the simulation results of the proposed algorithm. We found
proposed algorithm provides statistically significant improvements.

The paper is organized as follows, in Section 2 we provide the information dif-
fusion model. Section 3 describes some related works. In the Section 4, centrality
measure diffusion degree is described. Section 5 shows experimental results.

2 Information Diffusion Model

Independent Cascade Model: Independent cascade model of information diffusion
is proposed by Lopez-Pinatado [6]. It is the most common model for information
diffusion. In this model, nodes can have two states, either active or inactive.
Nodes are allowed to switch from inactive to active but not in the other. The
diffusion model starts with an initial set of active nodes. In time t, an active
node u will get chance to activate its inactive neighbor v. v will become active
with a probability λ called diffusion probability or propagation probability. u
will not get any further chance to activate v. The diffusion probability is a user-
defined parameter of the model. The process of diffusion stops when no further
activation is possible. This method is called independent because the activation
of a node does not depend on the history of active nodes.

3 Related Works

High Degree Heuristic Model: The most classic approach to solve the influence
maximization problem is High Degree Heuristics. Here the influence is calculated
based on the degree of a node, i.e. if k nodes are required to select as seed then
the top k high degree node will be selected.

Degree Discount Heuristic Model: General idea of the degree discount algorithm
of Chen et al. is that if one node is considered as seed then the links connecting
with the node will not be counted as a degree of the other nodes, i.e. when
considering the next node, the links connecting with the nodes already in the
seed set will be discounted.

4 Proposed Diffusion Degree and Heuristic Model

Several attempts are made to improve efficiency of the greedy algorithm. How-
ever, for a large scale network its efficiency is far from the speed of centrality
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based heuristics. Degree is commonly used for finding the seeds of the influence
maximization problem. In [5], Kempe et al. showed through experimental re-
sults that high degree heuristics produces a large influence spread compared to
other centrality based heuristics. In addition, some of the centrality measures
like betweenness require huge computation load to calculate. In this section, we
propose a centrality measure, diffusion degree based on the diffusion probability.
The diffusion degree can be calculated quickly even for large scale networks. A
heuristic model is then described for influence maximization problem.

Many of the available centrality measures considered only structural property
of a node. However, when considering the diffusion process, diffusion probability
plays a vital role in influence flow over the network. Additionally, the central-
ity based heuristic models did not consider the effect of neighborhood. Take an
example of high degree heuristics, suppose a node (v1) with the highest degree
in the network is connected with some low degree nodes. Consider another node
(v2) with a less degree; and its neighbors are high degree nodes. Now, the ob-
vious choice in the high degree model is v1. In this case, the diffusion process
propagate less level compared to v2 because the neighborhood of v2 can send
the information to more nodes in the network than neighbors of v1. Our con-
tributed centrality measure considers the above mention properties of diffusion
model and social networks.

The general degree centrality measure is proposed by Nieminen in [9]. The
degree centrality of node v can be defined as

CD(v) =
n∑

i=1

σ(ui, v) (1)

where function σ(ui, v) defined as,

σ(ui, v) = 1 if and only if ui and v are connected
= 0 otherwise.

In a diffusion process, a node v with propagation probability λv, can activate
its neighbor u with probability λv. So, considerable contribution of node v in
the diffusion process is

C′
DD(v) = λv ∗ CD(v). (2)

When the diffusion process propagates to the next level, active neighbors of v
will try to activate their inactive neighbors.Thus the cumulative contribution in
the diffusion process by neighbors of v will be maximized when all of its neighbors
will be activated in the previous step. In this scenario, the total contribution of
neighbors of v is

C ′′
DD(v) =

∑

i∈neighbors(v)

C′
DD(i). (3)

The diffusion degree of a node is defined as the cumulative contribution score
of the node itself and its neighbors. So, from the equations 2 and 3 we can define
the diffusion degree CDD of node v as
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CDD(v) = C ′
DD(v) + C ′′

DD(v) (4)

= λv ∗ CD(v) +
∑

i∈neighbors(v)

C′
DD(i) (5)

= λv ∗ CD(v) +
∑

i∈neighbors(v)

λi ∗ CD(i). (6)

The diffusion degree measure depends upon the diffusion probability. How-
ever, this measure is independent of the nodes already selected. Thus calculat-
ing the diffusion degree for every node of the network could be determined in
O(N + E) time where N is the number of nodes and E is the number of edges
in the network. In defining the diffusion degree, we consider the effect of imme-
diate neighbors to a node because for a small diffusion probability, the effect of
neighbor’s neighbor of a node may be ignored[1].

Our heuristics model works similar to other centrality based heuristics for
finding top k influence maximization problem. The only difference is that we use
the diffusion degree instead of classical centrality measures. The algorithm is as
follows

1. Find diffusion degree (CDD) for all nodes of the network
2. Select top k nodes for k-top influence maximization problem.

5 Experiment and Results

In our experiment, we use directed social networks e.g. twitter. In case of di-
rected networks like twitter, one person (or node) can influence its followers. It
is unlike that one can influence a person he/she following. So, the out degree
of nodes is ignored in our experiments. We use Monte-Carlo simulations of the
independent cascade model for a sufficiently large number of times to get an
accurate approximation of final influence spread. Reader may refer to [7] for
additional information about Monte-Carlo methods.

We compare our results with other centrality based heuristics. We avoid com-
paring results with the greedy approach because for a million node social net-
works and Monte-Carlo simulation, even the high end server takes days to com-
pute results. Finally, we compare results statistically using T-Test. For more
details about the T-Test and p-value readers may refer to [8].

5.1 Data Set

Our primary data set for experiment is twitter data used in [2]. It was obtained
by a snowball sampling of the twitter site in late 2009. The data set contains over
400K nodes and more than 800K of relations. Unlike twitter, which is directly
related to the problem domain, we use DBLP citation network [11] to verify our
claim. The idea behind experimenting with a different data is to verify whether
the improvements are only for a particular data set, or it has a similar impact on
other real life data sets as well. The DBLP citation network contains over 447K
nodes and over 2.3 million relations. Here also, we get better results compare to
other centrality based model.
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5.2 Results

Figure 1(a) clearly shows that our proposed algorithm outperforms high degree
heuristics and degree discount heuristics in case of twitter data set. It is also
clear that for directed network like twitter, the degree discount algorithm does
not provide any significant improvement over the high degree heuristic. Figure
1(b) shows the results for DBLP citation network. Significant improvement is
found in case of DBLP data set as well.

(a) Twitter Data Set with λ = 0.05 (b) DBLP Data Set with λ = 0.05

Fig. 1. Seed vs Influence Spread

In our experiment, we assumed that the diffusion probability for nodes is same
and we simulated the information spread for λ ∈ {0.01, 0.02, ..., 0.07}; we found
improvement when λ is more than or equal to 0.03. For smaller values of λ our
model shows comparable results and for higher values, we are getting further
improvements for both the data sets.

We have also performed experiments for different values of k. Specifically, we
simulated the information spread for 0 ≤ k ≤ 100. Additionally, we verified
simulation results for each value of k using T-Test. In case of smaller value of
k(k ≤ 10) the differences among three algorithms are not significant. However,
as k increases, the results from T-Test show that the differences are significant.
For twitter data, the minimum observed significant level (p-value) of our method
compared to high degree heuristics is 0.022 when k = 10. For higher value of k,
we found increasing significant differences. We got the highest significant level
(p-value 1.46 ∗ 10−138) when k = 99. Thus the results of the proposed method
are statistically found to be significantly different from the results of the existing
two methods.

6 Conclusion

In this paper, we proposed a centrality based heuristics model for influence
maximization problem in social networks. We showed through experiment and
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statistical tests that it has a significant improvement over other existing central-
ity based heuristics for directed networks. We believe our centrality measure,
and the heuristic algorithm will provide comparable results for undirected social
networks as well.

As a future work, we plan to test the algorithm with other samples of the
twitter and to compare our results with a close optimal value produced by the
greedy approach. In our model, we only considered the Independent Cascade
Model. The work may be extended to see the outcomes in other cascade models
as well.
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[6] López-Pintado, D.: Diffusion in complex social networks. Games and Economic
Behavior 62(2), 573–590 (2008)

[7] MacKay, D.: Introduction to monte carlo methods. Learning in graphical models
(1), 175–204 (1998)

[8] Montgomery, D., Runger, G.: Applied Statistics And Probability For Engineers.
Wiley, India (2007)

[9] Nieminen, J.: On the Centrality in a Graph. Scandinavian Journal of Psychol-
ogy 15, 332–336 (1974)

[10] Richardson, M., Domingos, P.: Mining knowledge-sharing sites for viral market-
ing. In: Proceedings of the eighth ACM SIGKDD international conference on
Knowledge discovery and data mining - KDD 2002, p. 61 (2002)

[11] Tang, J., Yao, L., Zhang, D., Zhang, J.: A combination approach to web user
profiling. ACM Transactions on Knowledge Discovery from Data V(March), 1–38
(2010)



Method of Cognitive Semantic Analysis of
Russian Sentence

Alexander Bolkhovityanov and Andrey Chepovskiy

Higher School of Economics,
Moscow, Russia

alexander.bolkhovityanov@gmail.com,
achepovskiy@hse.ru

Abstract. In this paper, we propose two mathematical models intended
for analyzing the Russian sentence to detect noun phrases and particip-
ial clauses. Considered algorithms designed on the basis of the proposed
models can improve procedure of syntactic parsing. Algorithm for par-
ticipial clause identification is based on the concept of syntactic relation
between verb and dependent syntactic units in the Russian language.

1 Introduction

The main task of semantic analysis is creating representation of a text, allowing
to correlate the information contained in the text with the knowledge system.
The goal of cognitive semantic analysis [1] is formation of such intermediate
representation. The creation of mathematical models which help to solve engi-
neering problems of text processing requires to solve the problem of cognitive
modeling of a text.

This problem well studied for languages with a simple syntactic structure, for
example English. But it is a complicated task for languages which have more
complex structure, for example Russian. There are a lot of syntactic relations in
the Russian sentence.

The information about the syntactic structure of the analyzed text requires
formation of the intermediate representation. The result of parsing is represented
as a syntactic dependency tree [2], which can be obtained on the basis of syntactic
relations among the constituent elements of the text. Thus, we are faced with
the task of establishing syntactic relations among syntactic units of sentence.

In this paper we propose mathematical models and algorithms, which help us
to solve the problem of identifying syntactic relationships among the elements of
the text completely but in some acceptable approximation for the real systems
of the text processing.

We describe mathematical models for noun phrase and participial clause iden-
tification. In Section 2 we propose mathematical models and algorithms for noun
phrase and participial clause identification. We note that participial clause iden-
tification is based on the concept of syntactic relations between verb and depen-
dent syntactic units, noun phrases for example.
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2 Mathematical Models

In this section, we provide mathematical models and algorithms for noun phrase
and participial clause identification in the context of the Russian sentence.

Let us introduce some auxiliary sets which needed for formal definition of the
following algorithms. These sets are:

1. Set of parts of speech in Russian PoS = {NOUN, ADJ, V ERB, CNUM,
PART }, where NOUN — noun, ADJ — adjective, V ERB — verb, CNUM
— cardinal number, PART — participle.

2. Set of grammar cases in Russian GC = {N, G, D, A, I, P}, where N —
nominative case, G — genitive case, D — dative case, A — accusative case,
I — instrumentative case, P — preposition case.

3. Set of genders in Russian Genders = {M, F, N}, where M – masculine
gender, F — feminine gender, N — neuter gender.

4. Set of numbers in Russian Numbers = {SG, PL}, where SG – singular, PL
– plural.

The word w may be represented as a list of the results of morphological
analysis, grouped by parts of speech. MA(w) function sets the correspondence
between the set of words and results of morphological analysis mentioned above:

MA : w → (G1, . . . , Gn) (1)

where Gi = (GI1, . . . , GIk) , GIj = (pos, gc, gender, number) , pos ∈ PoS, gc ∈
GC, gender ∈ Genders, number ∈ Numbers, ∀j ∈ [1, k − 1] : posj = posj+1.
GIj is a particular result of morphological analysis of the word w. There are
more groups of morphology analysis Gi because of the homonymy in the Rus-
sian language. Thus, the morphology analysis results may be represented in the
unbundled form:MA(w) = (GI1, . . . , GIp). Further, we use the results of MA(w)
above mentioned.

2.1 Noun Phrase Identification

Let us introduce some auxiliary notations.
Subordinate syntactic relation is a pair where the first element of a pair w is a

word and the second element RL(w) is a list of subordinate words: ri ∈ R, ri =
(w, RL(w)), RL(w) = (w1, . . . , wl).

R is a set of subordinate syntactic relations. At a preliminary step one may
add subordinate syntactic relation with empty relations list: ∀w : R = R∪(w, ())
where () means empty list for each word w in the sentence.

The input of the algorithm is a sentence composed of words Sent = w1, . . . , wn,
where wi ∈ Σ+, and Σ is the Russian alphabet. The algorithm consists of three
basic steps:

1. Setting subordinate syntactic relations in a pair (lw, rw), where lw is a left
word, rw is a right word in a pair. For example, if we have an input sentence
Sent consisting of the sequence of the words w1, w2, . . . , wn, then we can
consider the pair (w1, w2), where lw = w1, rw = w2.
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2. Setting syntactic relations inside homogeneous parts of the sentence;
3. Identifying of the noun phrases.

Relations are set in the pair (lw, rw). Next, we propose conditions under which
we add the corresponding relation to the relations set R.

Here are the basic steps of the algorithm.

Setting subordinate syntactic relations

1. If ∃GIi ∈ MA(lw) : posi = NOUN and ∃GIj ∈ MA(rw) : posj = NOUN
and gcj = G then add relation for word lw: RL(lw) = RL(lw) ∪ (rw);

2. If ∃GIi ∈ MA(lw) : posi = ADJ and ∃GIj ∈ MA(rw) : posj = NOUN and
gci = gcj, geni = genj and either numi = numj or numi = SG then add
relation for word rw: RL(rw) = RL(rw) ∪ (lw);

3. If ∃GIi ∈ MA(lw) : posi = CNUM and ∃GIj ∈ MA(rw) : posj = NOUN
and gcj = G and either gci = N or gci = G then add relation for word lw:
RL(lw) = RL(lw) ∪ (rw).

Setting syntactic relations inside homogeneous parts of the sentence. Let us
introduce set of copulas C by which homogeneous parts of the sentence are sep-
arated. We form the list of homogeneous nouns S = {s1, . . . , sm} in accordance
with following conditions:

1. Nouns are separated with copula ci ∈ C;
2. ∀si ∈ S, ∃sj ∈ S : gci = gcj .

The algorithm is the sequential changing of subordinate syntactic relations
for nouns from homogeneous parts of the sentence.

If two last nouns sn−1, sn ∈ S are separated with "i" and ∃sl ∈ RL(sn) :
∃GIi ∈ MA(sl) : posi = NOUN then if ∀sk ∈ RL(sn−1),¬∃GIi ∈ MA(sk) :
posi = NOUN then rn−1 = (sn−1, RL(sn−1) ∪ sl). If ∃GIi ∈ MA(sk) : posi =
NOUN then one should finish this part of the second step and perform next
check.

If ∀si ∈ S, ∃GIj ∈ MA(si) : gcj = G and if ∃rp ∈ R : s1 ∈ RL(wp) and
∃GIj ∈ MA(wp) : posj = NOUN then ∀rq = (wq , RL(wq) if s1 ∈ RL(wq) then
RL(wq) = RL(wq) ∪ (s2, . . . , sm)

Noun phrase identification. We composite an undirected graph GR = (V, E), E =
Eq ∪ Eu on the basis of relations from set R. The vertices in this graph are the
sentence words, the edges are the subordinate syntactic relation. There are two
types of edges: u-edges and q-edges. If eql

= (vi, vj) then ∃rp ∈ R : vj ∈ RL(vi)
and if eul

= (vi, vj) then ∃rp ∈ R : vj ∈ RL(vi), posvj = ADJ . See Figure 1 for
example.

Noun phrase can be identified by using graph GR. The path p = (v1, . . . , vk)
in the graph GR corresponds to the noun phrase if met one of the following
conditions:

1. if k = 2 then e = (v1, v2), e ∈ Eq ;
2. if k > 2 then ∃ei ∈ Eu and ∃ej ∈ Eq.

Identified noun phrases form the set NPh = {p1, . . . , pf}
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Fig. 1. Example of the relations graph

2.2 Participial Clause Identification

The algorithm for participial clauses identification works with the set of noun
phrases NPh identified with the algorithm which was described in previous sec-
tion. Grammatical information for noun phrase is determined by the main word
of the noun phrase. The algorithm is based on the assumption that participle
has the same model of relations with dependent syntactic units as verb from
which it is formed. Let us introduce some definitions.

Definition 1. Restriction is a tuple r=(preposition, gc, type) where preposition
defines preposition with which the verb is used in a sentence, gc defines gram-
mar case of the dependence noun phrase, type defines the type of the dependence
noun phrase, which may be free, connected or conditioned.

Definition 2. Relation between verb and dependent syntactic units is a map
that assigns to each verb in the initial form a list of restrictions:

V R : v → (r1, . . . , rn) (2)

The verb restrictions dictionary has been obtained from the dictionary [5] with
some auxiliary modifications.

There are restrictions for some types of participles, for example the passive
participles that supplement the list of restrictions obtained from the participle
derived from the verb.

Thus, we can introduce the concept of the relation between participle and
dependent syntactic units in the Russian sentence.

Definition 3. Relation between participle and dependent syntactic units is a
map that assigns to each participle a list of restrictions:

PR : p → (r1, . . . , rk) (3)

The restrictions for the participle p are obtained from the verb v restrictions and
the additional participle restrictions r1, . . . , rl:

PR(p) = V R(v) ∪ (r1, . . . , rl) (4)
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The participial clause is the participle p and dependent noun phrase nph ∈
NPh which conforms one of the restrictions from the list PR(p).

Thus, we may formulate the algorithm for participial clause identification:
∃wi : ∃GIj ∈ MA(wi) : posj = PART and ∃rp ∈ PR(wi) and ∃nq ∈ NG :
prepp ∈ nq , gcp = gcq. Noun phrase nq and participle wi make the participial
clause.

3 Evaluation and Example

For evaluation we use the texts from the news corpora on the political topics.
The experiments show that the precision of the noun phrases identification is
about 95%. In [3] is shown that for the Russian scientific texts precision is about
88%. Own system for noun phrase identification was developed in AOT project.
In their paper [4] the authors describe the templates in the regular language.
This formalism has some disadvantages. For example, it is impossible to describe
the discontinuous noun phrases with the proposed regular language. We note,
that our system is devoid of such shortcomings and it can analyze sentences any
level of complexity.

The precision of the participial clause identification is about 98% and this is
consistent with the results of our preliminary theoretical analysis.

Let us give an example of noun phrase identification algorithm. We have
sentence: Ocenki sosto�ni� i perspektiv rossi�sko� �konomiki. Denote
words in sentence by letters: Ocenki — A, sosto�ni� — B, perspektiv — D,
rossi�sko� — X, �konomiki — C. In Figure 2 you can see syntactic relations
graph between words in sentence.

Fig. 2. Relations graph for sentence from example

As a result of the algorithm we found the following noun phrases (words is in
the canonical form):

1. �konomika rossi�ski�;
2. perspektiva �konomika rossi�ski�;
3. sosto�nie �konomika rossi�ski�;
4. ocenka perspektiva;
5. ocenka sosto�nie;
6. ocenka sosto�nie �konomika;
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7. ocenka perspektiva �konomika;
8. ocenka sosto�nie �konomika rossi�ski�;
9. ocenka perspektiva �konomika rossi�ski�.

4 Conclusion

In this paper we examined the mathematical models designed to solve a broad
class of problems on cognitive analysis of text information. The algorithms, for-
mulated in the terms of the proposed models can efficiently and with high ac-
curacy detect dependent syntactical constructions that help us to realize the
efficient algorithm of syntactical analysis of the Russian texts. This is achieved
by reducing the large number of possible links in the graph arising after mor-
phology analysis due to homonymy in the Russian language. This reduction is
possible when we form chains from word combination, preposition and informa-
tion about relations between verb or participle and dependent syntactic unit.
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Abstract. In this paper, we consider the problem of extracting opinions
from natural language texts, which is one of the tasks of sentiment anal-
ysis. We provide an overview of existing approaches to sentiment anal-
ysis including supervised (Naive Bayes, maximum entropy, and SVM)
and unsupervised machine learning methods. We apply three supervised
learning methods–Naive Bayes, KNN, and a method based on the Jac-
card index – to the dataset of Internet user reviews about cars and report
the results. When learning a user opinion on a specific feature of a car
such as speed or comfort, it turns out that training on full unprocessed re-
views decreases the classification accuracy. We experiment with different
approaches to preprocessing reviews in order to obtain representations
that are relevant for the feature one wants to learn and show the effect
of each representation on the accuracy of classification.

Keywords: Supervised Learning, Unsupervised Learning, Sentiment
Analysis, K-nearest Neighbor, Naive Bayes method, Jaccard index.

1 Introduction

People need to collect a lot of information to make the right decision. For in-
stance, when we choose an object O (car, pass to a health resort) we often ask
our friends about advantages and disadvantages of O. In this case we would
value opinions of those people, who used O in the past.

It should be noted that subjective estimations from our friends or O-object
customers are extremely important because potentially these estimations contain
more detailed, comprehensive information about positive and negative features
of the goods. It arises from the fact that information from official producers often
directs our attention to the advantages of the object O.

Generally, sentiment classification in Internet data is an essential modern
trend in the text mining [10]. As a result, a program for getting opinion-based
estimates of the car was developed.

There are two fundamental principles: supervised learning and unsupervised
learning. More detailed information will be given in the next sections of the
paper.

S.O. Kuznetsov et al. (Eds.): PReMI 2011, LNCS 6744, pp. 254–260, 2011.
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1.1 The Subject of Research and Problems of Sentiment Analysis

In [1] there is an overall survey of the sentiment analysis problems. Themes of
tonality defining (a review or comment contains positive, negative or neutral
evaluation of a car, film, etc.), objects features detection, summing up opinions,
finding out dependent words are analyzed. First of all we are interested in topics
related to the tonality defining.

In sentiment analysis a term “object” is used to represent what we attempt
to evaluate. In the case of car evaluation the object is a car or its components
and properties: saloon, economy of fuel, etc.

Let us consider the problems in sentiment analysis in the following fragment
of review:

”(1) The dynamics is 140 h.p.; it is very good, people respect my car on the
road. (2) The ergonomics is 5+. (3) The outside appearance left rivals trailing
far behind. (4) The quality of sound insulation is insufficient. (5) In conclusion
I have to say that this car is very nice”.

First of all we have to decide what we want to understand from this review. In
this text there are sentences with positive valuation (1, 2 and 3) and sentences
with negative valuation (4). Also for every opinion there is a corresponding
hypotactic object. For instance, in the sentence (5) the author says about the
car as a whole, the sentences (1)–(4) are about the dynamics, ergonomics, outside
appearance and the sound insulation correspondingly.

The problem of the implicit object description was investigated in [3]. In a
car review we can find sentences like this one: “The fuel economy is great!”. In
this case we see the explicit cars feature as fuel economy valuation. At the same
time there are sentences with implicit feature valuation: “All information can
be seen”. In this case it is more difficult to define that this positive valuation is
about the speedometer.

In distinction from [3] in the current paper we took into account implicit
valuations in certain experiments. After the analysis of examples of valuations
we have an idea about problems, which appear in sentiment analysis. In the
current study the following model will be considered: the object is a car; the
tonality will be defined for every car feature: “outside appearance”, “comfort”,
“safety”, “reliability”, “running characteristics”.

2 Approaches to Sentiment Analysis

In the section 11 of [4] three supervised learning methods were compared on
the Internet Movie Database (IMDb): Naive Bayes, Maximal Entropy and SVM
methods. The classifiers chose a class (positive or negative) of a review and the
accuracy was 81.5%, 81.0% and 82.9% correspondingly.

Contrary to [1], we do not define the tonality of the whole text about a car,
but classify it positive or negative or neutral for every aspect of the car. In this
sense we are much closer to [3].
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In this research authors propose the unsupervised learning for tonality defining
for every feature of the object. Contrary to [3] the speciality of the considering
task is the fact that we know sentence valuations (i.e. tonality) in advance. This
circumstance makes our task more difficult and will decrease the accuracy of
the classification, because Internet users can write reviews contradictory to the
estimates.

Thus our task is not to define the whole tonality of the car review, but to define
the author′s opinion about car features. It is important to note that reviews are
not well structured, the style of narration is free. Some features may be not
mentioned in the text. If the review is positive in general, it means that the
author does not associate the missing feature with negative emotions and we
can tag this feature as positive. That is why the task of defining the tonality of
the whole text is a subproblem of our task.

3 Empirical Protocol

3.1 Data Collection and Preprocessing

The Supervised Learning needs the database of the opinions with known cars
feature estimates. The comparative analysis of the car-related sites (in Russian)
shows that:

- part of them contains opinions without estimates
- there are few sites with opinions with estimates
So, we decided to extract opinion database from the site http://auto.ru, be-

cause this site is well-known, has high reputation and popularity. Every opinion
is placed on the individual page and consists of the title, text, feature′s estimates,
advantages and disadvantages.

For automatic opinion extraction the programming module was implemented
on the Python. As a result, 5098 opinions about 33 car brands were collected.

Every review was transformed into the following structure: text, then the
user′s estimates.

The cross-validation technique [17] was used for obtaining the training and
test sets: 5033 reviews were divided N times (N was approximately 100) into
the training set by randomly selecting 90% of all the reviews and the test set
(10% of all the reviews). The resulting error was considered to be the average of
the errors in each partition.

3.2 Positive and Negative Examples

We should map scores to classes because the source scores are in the five-point
scoring system, and we divide opinions into 2 (positive and negative) and 3
(positive, negative, neutral) classes.

{scores} → {classes}
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Mapping 1
Let us define the opinion as positive if it has the scores 4 or 5 and negative if it
has the scores 1, 2 or 3.

{1, 2, 3} → {negative} {4, 5} → {positive}

But as a rule the opinions with score 4 contain pros and cons, so it is preferable
to use opinions with score 5 in supervised learning.

Mapping 2
The second type of mapping supposes classifying opinions into three classes:

{4, 5} → {positive} {3} → {neutral} {1, 2} → {negative}

3.3 Data Representation

We need to transform the original text into 4 different types of text repre-
sentation, with increasing level of linguistic processing. It was done with “py-
morphy” - the Python library for morphological analysis of texts in Russian.

Text representation 1: Text of the opinion without digits, punctuation marks,
words consisting of one or two letters, latin symbols.

Text representation 2: Text without pronouns, numerals, prepositions, dis-
junctive and coordinating conjunctions and parenthesises.

Text representation 3: Phrases of the following types: noun-adjective (with
harmony of tenses, cases, gender).

Text representation 4: Normalized adjectives and adverbs.
In all representations the ”not” particle is concatenated to the following word.

Explanations to the text representation 3. After every phrase we wrote
its concatenation, because some of the adjectives are both positive and negative:
“a fast car” is a positive characteristic, “fast conked” is a negative one. So, we
have 5 attributes for learning: “fast”, “car”, “conk”, “fastcar”, “fastconk”.

4 Descriptions of the Methods

4.1 Naive Bayes Method

Naive Bayes Method is a classical machine learning method. We can find its
implementation in [2]. Since the probability of a document is a small quantity,
these measures were computed on a logarithmic scale.

4.2 The Method Based on the Jaccard Measure of Set Similarity

As a result of Naive Bayes learning for every word we have got the conditional
probabilities of its appearance in every class. We propose the following method
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of Jaccard measure preprocessing: we can set the thresholds α1 and α2, so that
three sets of words will be found: G, N and B.

G={word | P (category = “good” | word) ≥ α1P (category = “neutral” | word)

&P (category = “good” | word) ≥ α2P (category = “bad” | word)}
Likewise we find N and B. Then for every opinion we define T as the set of

words of the opinion. The next stage is the Jaccard measure calculation [4] for
pairs G and T , N and T , B and T :

M1 =
|T ∩ G|
|T ∪ G| M2 =

|T ∩ N |
|T ∪ N | M3 =

|T ∩ B|
|T ∪ B|

If the M1 = max{M1, M2, M3} then we tag the opinion as the opinion with
positive estimation of the feature (for example, comfort).

4.3 K-Nearest Neighbor

Every document in the analysis can be represented as the frequency vectors of
the manually created terms with known tonality:

- positive
fantastic, safety, powerful, etc (83 words in Russian)
- negative
problem, bad, poor, etc (84 words in Russian)

For each opinion we assign the term frequency vector. We took words from the
documents with scores 1 (extremely negative) or 5 (positive) with the weight 2.

When the classifier takes an opinion from the test data, we construct the term
frequency vector and find k nearest neighbors from the train set. We used the
Euclidean metric as the measure of vector similarity.

5 First Results

We know the true estimates from the data (each review contains user′s estimate).
The machine learning methods provide us with the experimental estimates. So we
can compute the precision and recall [8]. It will be the criterium of the method′s
accuracy.

On the “positive”-“negative” classification (mapping 1) the most accurate
results were achieved with the text representation 3 and 4: 63.3% for Bayes clas-
sifier and 56.6% for KNN and 68.1% for Jaccard method. In 3-class classification
(mapping 2) the similar precisions were achieved.

The poor precision can be caused by the following noise factors:

- Not always users′ estimates correspond to the text: there are some opinions
with scores “1”, but the text of the opinion is extremely positive

- Sometimes in spite of car feature disadvantages in the text, the score is “5”
- Sentences which are not related to the car features are encountered in opin-

ions. People describe the prehistory of the car purchase, for example.
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For these reasons the train set should contain only the sentences with the
opinions about the cars features. It will decrease the noise influence and more
accurate results may be achieved. For more details see section 6.

6 Learning with Advanced Data Representation

A list of terms-indicators was made. These 33 words include five cars features
and contain other words which are similar to them: “bracket”, “dynamics”, “au-
tomatic gearbox”, “body”, “clearance”, etc.

The most accurate result was achieved on nouns, adjectives, participles, verbs
and adverbs from the sentences with the words from the list of terms-indicators.

The results of the sentences with terms-indicators learning, 3-class classifica-
tion:

Bayes KNN (k=5) Jaccard
Reliability Running Characteristics Reliability
Precision = 0.77 Precision = 0.49 Precision = 0.68
Recall = 0.77 Recall = 0.36 Recall = 0.44
Comfort Comfort
Precision = 0.66 Precision = 0.65
Recall = 0.66 Recall = 0.32
Running Characteristics Running Characteristics
Precision = 0.72 Precision = 0.62
Recall = 0.72 Recall = 0.3

7 Conclusion and Future Work

The comparative analysis of the machine learning methods in sentiment analysis
was performed. The database of the Internet users′ opinions was extracted. Three
methods for cars features estimates defining were tested on it. In general, we
see a significant difference in classification accuracy depending on preprocessing
reviews.

It stands to mention that the precision values are not very high (65%-70%),
because of the noise in data, specific nature of the opinion texts: free style of
narration, grammar mistakes.

In the future there is going to be more thorough linguistic processing for
decreasing influence of the noise, in particular, tools for spelling correction, words
relation defining and removing homonymy are going to be implemented.
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Abstract. An approach to automatic retrieval of parallel (two-language)
collocations is described. The method is based on comparison of syntactic
trees of two parallel sentences. The key feature of the method is a sequence
of filters for getting more precise results.
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1 Introduction

Most of natural languages consist of hundreds of thousands of words. The amount
of two-word combinations is ≈ 1010, but only a few of them are real collocations.

In this work we study the problem of extracting parallel collocations. A paral-
lel collocation is a combination of a collocation and its translation into another
language. We are interested in non-trivial literal translations. Parallel colloca-
tions make a valuable linguistic resource. For example, they can be used as an
auxiliary material by linguists or as a statistical data in different NLP tasks.

The key feature of the approach described in this work is a sequence of heuris-
tic filters which help to extract the most valuable collocations. Extraction of
every possible collocation is intractable, no precise algorithm for the solution of
this problem is known. Hence, we have to use some simplifications coming to
soft computing of collocations.

Suppose we are given a corpus of parallel texts1. These texts are aligned
sentence-to-sentence, which means that we know the matchings between parallel
units of texts (usually a text unit is one sentence). We use a syntactic analyzer
to parse the texts and return respective syntactic trees.

The work described in this paper had several goals:

1. Designing an algorithm for automatic collocation retrieval (with some spe-
cific restrictions described below).

2. Collecting statistical data to improve the work of syntactic analyzer in use.
3. Improving two-language dictionary by adding new translations.
4. Creating a Translation Memory database of parallel collocations which can

be used as a reference-book by linguists.

1 Texts and its translations into different language.
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1.1 Environment

In our work we used several tools developed in ABBYY:

1. English-Russian dictionary
2. Syntactic analyzer
3. Word-to-Word matching algorithm used for sentence aligning.

The dictionary is based on semantic invariants (or classes). For every lan-
guage there are several possible realizations of those classes (e.g., “competition”,
“gala” and “event” may be placed in one “competition” class). At the same time
homonyms are placed in several classes simultaneously. The corporate dictionary
is comprehensive enough and consists of more than 60 000 classes. Distinguish-
ing between homonyms (disambiguation) is done during text analysis and is not
discussed here.

The syntactic analyzer takes a single sentence and outputs the best syntac-
tic tree2 based on internal estimations of quality. The nodes of the tree are
semantic classes and arcs are connections between words. It is possible to get
wrong results (incorrect words sense selection). In this case we suppose that
either wrong collocations will not be produced at all (due to differences of syn-
tactic trees in different languages) or their frequency will be rather small to
delete them by the following filtration procedures. The refinement of syntactic
tree is attained by parallel analysis of sentences in both languages.

This work does not use such well-known criteria as Mutual Information [2], t-
score measure or log-likelihood measure [3], because we choose more predictable
selection algorithms. There are many purely statistical algorithms of collocation
extraction based on words cooccurrence (e.g., see [4], [5]), but they do not use
information about connections between words which we are interested in.

In contrast to other works where syntactic information from texts is used [6],
we do not restrict our search to two-words collocations, but look for colloca-
tions of different length. In this case one encounters the problem of “partial”
collocations: partial collocations are parts of some larger collocations. Here we
introduce a new approach to discarding partial collocations.

2 Description of the Method

The algorithm for retrieving collocations can be divided into the following steps:

1. Word-to-word sentence aligning.
2. Single language collocations generation.
3. Matching collocations of different languages to compose parallel collocations.
4. Filtration of infrequent and occasional collocations.

Below we consider each step of the approach in detail.

2 Different representation of sentence structure can be found in [1].
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2.1 Word-to-Word Sentence Alignment

We use a dictionary based on semantic invariants, which means that all possible
synonyms of a word-sense are placed in one semantic class. So the aligning
process has to solve the following two main problems:

– Homonyms matching (due to possible incorrect semantic variant choice).
– Several synonyms in one sentence.

The first problem can be solved rather easily. We can take all possible semantic
classes to which a word can belong and compare them with all possible classes
of the opposite word (pic. 1). In the case they do not have empty intersection
we can consider them as translations of each other.

Ключ

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

◦ as a spring
. . .
◦
• a key to a door
• as a solution
◦
. . .
◦ as a button

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

Key

Fig. 1. Semantic classes intersection

The solution of the second problem is based on syntactic trees. We take into
account dependencies between words in sentence. For example, we can match
two words with better confidence if their parents in syntactic tree correspond to
each other.

We compare all words between two sentences and estimate the “quality” of
each pair (as a number). Impossible pairs are suppressed by setting prohibition
penalty. Then we search for the best pairs (by their integral quality). Thus the
problem is reduced to the well-known problem of searching for the best matching
in a bipartite graph. This problem has a polynomial-time solution algorithm, e.g.
a so-called “Hungarian algorithm” (see [7]).

2.2 One-Language Collocation Production

Let us impose the following constraints on collocations:

– The number of words in a collocation ranges from one to five.
– The result is a subtree of the syntactic tree.
– There are no pronouns in collocations.
– Syntactic word3 can not be a root of collocation subtree.
– We allow only one “gap” of limited size in the linear realization of a colloca-

tion in a sentence.
3 Like pronoun, preposition, auxiliary verb and so on.
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2.3 Parallel Collocations Production

We use the results of two previous steps, namely the alignment of parallel sen-
tences and the set of variants of one-language collocations from the same sen-
tences. This information allows us to select one-language collocations and produce
candidates for parallel collocations. We impose the following constrains:

– The length difference between a collocation and its translation is less or equal
to one word.

– There are some word-to-word correspondences between collocations (the
longer collocation the more correspondences there should be).

– It is possible to have no correspondences for short (1–2 words length) collo-
cations. Instead, there should be correspondences between collocation roots
and all of their children in the syntactic tree.

– There are no “outgoing” correspondences (that “go out” from a collocation
but do not “come into” its translation).

During this step all possible collocations are produced. For example, in the
corpus of ≈ 4, 2 bln fragments there are more than 100 bln different collocations.
But only 7 bln of them occur twice as frequent and more.

2.4 Filtration

At this step we select only valuable collocations from that variety we got during
the previous step. The main idea is that stable collocations are rather frequent
and (almost) always have the same translation. We will omit collocations that
are infrequent and have different translations. Some other heuristics will be un-
covered below.

There are several collocation filters:

1. Removal of rare collocations (preliminary filtration by frequency with lower
threshold).

2. Removal of collocations with stop words.
3. Removal of inner collocations, i.e., those that are parts of another. For ex-

ample, “Organization for Security” is an internal part of “Organization for
Security and Co-operation in Europe”.

4. Similarly we should remove “outer” collocations that can occasionally appear.
For example, “in the United Nations” is the outer collocations to the just
“United Nations”.

5. Selection of one translation for each collocations (if it is not too ambiguous).
We leave translation if it appears not less than in 70% cases.

6. Final removal of rare collocations.
7. Removal of well-known translations (found in the dictionary).
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3 Discussion of Results

3.1 Explanation of Filters Order

Our experiments showed that the proposed sequence of filters results in the high-
est precision possible with these filters. The filters are applied step by step as
they are listed above. Let us explain the reason for such ordering. The frequency
filter discards rare collocations that are not interesting for further study. We
consider that we cannot prove significance of a rare collocation by any of the
following statistical examinations. The stop word filter discards a priori nonin-
teresting variants, reducing the workload on the following steps. The important
fact is these two filters remove more than 95% of collocations. Hence, other
steps are performed faster and with more precision. Collocations are usually
generated with their “sub” and “super” parts. The next filter aims at narrowing
such a “range” of collocation (that have one-word difference with each other).
Ideally it should leave only one collocation from this “range”. Close collocations
are compared to each other. Such comparison is sensitive to the “gaps” (absence
of collocations with one changed word). That is why this filter is applied at the
first steps.

Disambiguation of collocations translation (selection one main variant of
translation) causes such “gaps”. This is a reason why this filter is used after
“sub-super” collocation filtration step. At the same time the previous two fil-
ters deal with single-language parts of collocations and disambiguation filter
deals with both parts. It is significant to eliminate as many wrong rare variants
as possible before this step. For example, if we have two variants of translation
“старый дверной замок”: “old door-lock” (right) and “door-lock”(partial, wrong)
this filter would eliminate both of them (there are no dominant variant). But in
fact wrong variant is removed on the previous step.

The second step of filtration by frequency removes those infrequent collo-
cations that supported the performance of “inner-outer” and “disambiguation”
filters. With the filter of word-to-word translations they remove collocations we
are not interested in (rare or well-known translations). They can be run in any
order with the same result.

3.2 Results of Filtration

Experiments were carried out on an English-Russian corpus which consists of
about 4.2 · 106 parallel sentences.

There are ≈ 62 · 106 unique pairs of collocation and their translations after
the step of “Parallel Collocations Generation”. Most of them (≈ 56 · 106) occur
only once in corpus. Filtration results are shown in Fig. 2.

As a result we obtain about 42.5 · 103 of parallel collocations. The result may
seem rather modest from the first glance, but it can be significantly improved by
adjusting filters’ thresholds (in particular, of the “Ambiguity translations” filter)
and increasing the number of texts in the collection. Several examples are shown
in Fig. 3.
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Filter Output
By frequency (preliminary) 2.5 bln.
By stop-word list 1.1 bln.
“Inner” and “outer” collocatios ≈ 568 000

Ambiguity translations ≈ 105 000

Translated by dictionary ≈ 66 500

By frequency (finally) 42 636

Fig. 2. Filtration process

English Russian Occurrences

job time срок задания 12
galaxy space космическое пространство 13
other foreign object иной посторонний объект 5
air transport field область воздушного транспорта 30
to be beyond the scope of book выходить за рамки книги 29
to establish under article учреждать в соответствии со статьёй 75

Fig. 3. Examples of extracted parallel collocations

There are two main measures of results quality: precision and recall. In this
work the precision is much more important then the recall. The reason is that
it is very difficult to inspect tens of thousand collocation to found ones with
errors. The recall, as the amount of collocations generated, can be made larger
with the growth of the text base. We prefer to omit rare collocations by analyzing
matching errors, however statistical methods like Mutual Information can select
them as rare and unexpected word combinations. The precision in our research
computed by using collocations for analysis of test corpora. We compare results
of analysis with and without collocations. Any found errors are analyzed and
the general algorithm is updated to avoid them.

An open problem is how an efficient estimate of precision and recall. Man-
ual markup of large text bases is almost unfeasible. We estimate precision by
comparing results with opinions of a random subset of experts. Another prob-
lem is comparing with statistical algorithms. The comparison is connected with
the difference in produced information (the existence of syntactic links between
words in statistical collocations). However, the manual check of random colloca-
tions shows good quality in general. An example of such precision estimation is
shown in Fig. 4. There are two categories of not good collocations that can be
refined by either improving dictionary entities or by customizing the algorithm.
An improvement of the algorithm may be attained by eliminating duplicates of
text fragments (that can appear in manuals, government documents and so on).
We can achieve precision of more than 80% on this sample by introducing this
technique.
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Quality Percent
Good collocations 67
Improvable with dictionary 4
Improvable with algorithm 16
Others 12

Fig. 4. Result of manual checking of a random subset of 100 collocations

4 Conclusion

The main result of our work is a method which proved to be useful and is
employed now in software for collocation search.

There are several possible way to improve the proposed method:

– Introducing a quality measure for collocations (for ranking them and select-
ing the best ones).

– Tuning filters thresholds.
– Improving corpora used in computations (by correcting spelling errors and

removing occasional bad parallel fragments).
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Abstract. Rank Aggregation is the problem of aggregating ranks given
by various experts to a set of entities. In context of web, it has appli-
cations like building metasearch engines, combining user preferences etc.
For many of these applications, it is difficult to get labeled data and the
aggregation algorithms need to be evaluated against unsupervised evalu-
ation metrics. We consider the Kendall-Tau unsupervised metric which is
widely used for evaluating rank aggregation task. Kendall Tau distance
between two permutations is defined as the number of pairwise inversions
among the permutations. The original Kendall Tau distance treats each
inversion equally, irrespective of the differences in rank positions of the
inverted items. In this work, we propose a variant of Kendall-Tau distance
that takes into consideration this difference in rank positions. We study,
examine and compare various available supervised as well as unsuper-
vised metrics with the proposed metric. We experimentally demonstrate
that our modification in Kendall Tau Distance makes it potentially bet-
ter than other available unsupervised metrics for evaluating aggregated
ranking.

Keywords: Information Retrieval, Rank Aggregation, Distance Met-
rics, Kendall Tau Distance.

1 Introduction

Rank aggregation problem combines the ranking of entities obtained from mul-
tiple ranking functions in order to produce an aggregate ranked list. The input
rankings are referred to as base rankers, or experts. There are various scenarios
where it is difficult to obtain labeled data and the rankings from different sources
need to be aggregated. In such cases, aggregate ranking needs to be evaluated
with the help of unsupervised metrics. Generally, in such cases, the resultant
aggregate ranking is evaluated by average distance with all available rankings
given by different experts. Probably the most widely used distance metric used
for this purpose is Kendall Tau Distance. The Kendall Tau distance is a metric
that counts the number of pairwise disagreements between two ranked lists.
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However, inversion of a document pair having higher rank distance should
be relatively more severe than that of a document pair having lower rank dis-
tance. Kendall Tau distance doesn’t treat inversions based on their displacement
distance. To get better distance between two ranked lists, we can consider dis-
placement distance, displacement position and position weights while computing
distance. In this paper, we propose a variant of Kendall Tau distance which treat
document pair inversions based on their displacement distance.

There are several supervised and unsupervised metrics for judging the per-
formance of ranking and rank aggregation algorithms. Supervised metrics such
as Precision, Recall, NDCG use ground truth information about document rel-
evance for determining the quality of the algorithm. Most of the unsupervised
metrics for rank aggregation are based on distances between two ranked lists.
Kendall Tau Distance, Spearman Footrule are two such distance measures widely
discussed in literature.

Several researchers [10,2,8] have pointed out that it may not be suitable for
evaluation of rank aggregation as it gives equal importance to all the pairs.
[4] discusses of a modification to Spearman FootRule distance, called Canberra
distance for ranked lists. Canberra distance considers element positions for com-
puting the distance. Cost of inversions are high when the items are at the top in
either of the lists. [5] extended both Spearman Footrule distance and Kendall Tau
Distance and proposed new formulations of Kendall Tau distance and Spearman
Footrule distance by taking into consideration element weights, position weights
and pairwise distances between permutations. Each inverted pair (i, j), bears a
penalty of wiwj where wi and wj are determined by the positions of the items
i and j in the two lists. Getting element weight and similarities between items
are difficult. So we concentrate on the version where wis are set according to
position weights.

We propose a variant of Kendall Tau Distance where in we penalize a docu-
ment pair inversion if it has higher rank distance. This way, the overall Kendall
Tau distance will be more if the list has document inversions with higher rank
distance and less with lower rank distance. We propose such a metric and name
it KTDispSq. We compare this metric with existing unsupervised metrics, and
experimentally demonstrate KTDispSq is potentially better than other metrics.

2 Some Existing Distance Measures

Let τ1, τ2 be two lists. Also assume that τ1(i) denotes the rank of item i in τ1.
We now give the definitions of few distance measures that are used for evaluating
rank aggregation outputs.

– Kendall Tau Distance (KT): KT distance between two ranked lists is
defined as the number of inversions, i.e. item pairs (i, j) such that in one
list i appears before j, and in the other list j appears before i. Formally,
KT (τ1, τ2) =

∑
i<j Iij . Value of Iij is 1 if (i, j) is inverted and 0 otherwise.



270 M.S. Desarkar, R. Joshi, and S. Sarkar

– Spearman Footrule (SF): This metric can be expressed as:
∑

i |τ1(i) −
τ2(i)|. SF is known to be a 2-approximation of KT.

– Canberra: Canberra distance [4] between two ranked lists τ1 and τ2 is de-
fined as:

∑
i

|τ1(i)−τ2(i)|
|τ1(i)|+|τ2(i)| . The denominator ensures that cost of inversions

are high when the items are at the top in either of the lists.

– Position weighted Kendall Tau: We call this measure as PosWtD. It
penalizes each inversion (i, j) by wiwj where wi and wj are determined
by the positions of the items i and j in the two lists. Mathematically,
PosWtD(τ1, τ2) =

∑
i<j wiwjIij . Details on how the weights are set can

be found in [5].

3 The Proposed Metric (KTDispSq)

The proposed metric KTDispSq penalizes an inverted pair by an increasing func-
tion of the rank distances d1 and d2 for the two lists. More formally, the cost of
each inversion is defined as:

K̄i,j(τ1, τ2) = d2
1+d2

2
4n2

Here,

– d1 = absolute rank distance between documents i and j in ranked list τ1

– d2 = absolute rank distance between documents i and j in ranked list τ2

– n = total number of documents in ranked lists τ1, τ2

This way, an inverted docuemnt pair (i, j) with more rank distance in both lists
gets penalized more and contributes more in computing distance. The distance
between two ranked lists is computed as the sum of these penalties over all the
inverted pairs.

Example: Consider two ranked lists as

τ1 = [1 4 3 2 5] and τ2 = [1 5 3 4 2].

Here we have four inverted pairs as (2,5) (3,4) (3,5) and (4,5). Inverted pair
weights for KTDispSq can be computed as below:

– (2, 5) = (12+32)
4∗52 = 0.1

– (3, 4) = (12+12)
4∗52 = 0.02

– (3, 5) = (22+22)
4∗52 = 0.08

– (4, 5) = (32+22)
4∗52 = 0.13

Hence, the total distance KTDispSq between the two lists is: (0.1 + 0.02 +
0.08 + 0.13) = .33.

We later experimentally compare the performance of KTDispSq with that of
some existing unsupervised measures such as KT, Canberra Distance [4], SF,
and PosWtD [5].
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4 Experiments and Results

In order to judge how good the proposed measure is, we propose two sets of
experiments. Details of the experimental mechanisms, and the results are given
in the following subsections.

We consider Borda[9], QuickSort[9], MC4[3], CombScore[1] as rank aggre-
gation methods along with Precision, MAP, Kendall Tau (KT), KTDisp, KT-
DispSq, Canberra [4], Spearman Footrule (SF) and PosWtD [5] as metrics. We
worked on LETOR 4.0 MQ2007, MQ2008 and Yahoo LTRC datasets for all ex-
periments. These datasets have querywise document scores for various features.
We consider each feature as a ranker or an expert. Due to space constraints, we
report results on MQ2007 dataset only.

4.1 Correlation with Other Metrics

In this experiment, we first try several unsupervised rank aggregation algorithms
and evaluate them using the supervised evaluation metrics mentioned above. The
unsupervised metrics compared in this paper are all distance metrics, and lower
score indicates better quality of the aggregation result. On the other hand, for
the supervised metric MAP, higher score indicates better performance. Hence,
a good algorithm should get low score for the unsupervised metrics used in this
paper, but high score for MAP. In other words, if we look at the scores given
to the rank aggregation algorithm for different input rankings, then the scores
given by the unsupervised metrics should be negatively correlated with the scores
given by MAP. We can say that the more negative the correlation, the better
the unsupervised distance metric.

We use this correlation analysis to compare the performances of the unsuper-
vised evaluation measures. Results indicate that our modification makes Kendall
Tau Distance more correlated with MAP. The results are shown in Table 1. KT-
DispSq is more negatively correlated for almost all rank aggregation methods
we experimented. For two experiments KTDispSq is second to Canberra, but
the differences are small in those cases. For the remaining experiments, KT-
DispSq outperforms others by large margins. This suggests that our variant
makes Kendall Tau more closer to the supervised evaluation metric Mean Aver-
age Precision.

Table 1. Correlations with MAP for LETOR MQ2007 dataset. More negative is better.

Borda SumScore MC4 QSort

KT -0.015 -0.112 -0.129 -0.126

KTDispSq -0.058 -0.123 -0.136 -0.134

SF -0.020 -0.109 -0.124 -0.118

Canberra -0.041 -0.124 -0.137 -0.127

PosWtD 0.031 0.240 0.041 0.049
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Fig. 1. Improvement in Precision and NDCG by picking the best expert according to
minimum average value of the measures. Higher values are better.

4.2 Pick the Best Expert

In the second set of experiments, we tried to see whether our modifications
enable us to get better output for a rank aggregation task. For this, we took
as experts some widely used features from the test datasets. For each query, we
pick the expert which is closest to the remaining experts according to the metric
value. Mathematically, if R1, R2, · · · , Rn are the input rankings, then we output
as aggregate result Ri such that i = argmini

1
n−1

∑n
k=1 dist(Ri, Rk). Here dist

represents the distance metric used for selecting the best expert. Features 1, 11,
15, 16, 20, 21, 40, 41, 45 were used as experts for these experiments. The features
correspond to scores of documents based on tf, tf-idf, BM25, Language Model
scores. Such features are often used for evaluating rank aggregation results [7].
Details of the features can be seen from [6].

Figure 1 displays graphically the Precision and NDCG values for the exper-
iments. We showed Precision values for rank positions 2, 4, 6, 8 and 10. As the
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Fig. 2. Improvement in MAP and MeanNDCG by picking the best expert according
to minimum average value of the measures. Higher values are better.
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graph suggests, the average Precision and NDCG scores obtained by selecting the
lists using our measure are higher than that obtained by using other methods.

We also compared the values of MAP and MeanNDCG for this experiment.
Results are shown in Figure 2. For both the measures, higher values indicate
better performance. Here also we see that the ranked lists selected by using
our measure obtain better scores than others. The results seem to indicate the
efficacy of the proposed measure.

5 Conclusions and Future Work

We proposed a displacement based variant of Kendall Tau Distance for evalu-
ating aggregated ranking. We can say that displacement based modification in
Kendall Tau Distance makes it closer to other supervised metrics such as Pre-
cision and NDCG. Using KTDispSq in rank aggregation approach gives better
Precision and NDCG, we can conclude that use of KTDispSq in place of Kendall
Tau Distance may improve Rank Aggregation results. We plan to take into con-
sideration position of displacement/inversion of document pair. Displacement at
upper ranks should get penalized more than that of lower ranks. We would like
to devise an unsupervised rank aggregation algorithm which directly optimizes
this metric to generate the aggregated ranking.
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Abstract. This article discusses a new document indexing scheme for
information retrieval. For a structured (e.g., scientific) document, Pasi et
al. proposed varying weights to different sections according to their im-
portance in the document. This concept is extended here to unstructured
documents. Each sentence in a document is initially assigned weight
(significance in the document) with the help of a summarization tech-
nique. Accordingly, the term frequency of a term is decided as the sum
of weights of the sentences the term belongs. The method is verified on a
real life dataset using leading existing information retrieval models, and
its performance has been found to be superior to conventional indexing
schemes.

Keywords: information retrieval, document indexing, sentence ranking,
relative entropy.

1 Introduction

Information retrieval is finding content (usually documents) of an unstructured
nature (usually test) that satisfies an information need from within large collec-
tion [1]. Information retrieval System (IRS) is based on relevance of a document
to a query. Several methods have been proposed over years. The use of a strong
query and a good retrieval method do not ensure good performance. In fact, the
retrieval effectiveness is heavily affected by the model adopted for representing
documents, since the retrieval mechanism performs a comparison between the
user query and the representation of documents [2][3].

The conventional indexing schemes assume that the information is homoge-
neously distributed in documents. Pasi et al. [2][3] claimed that this assumption
does not hold for a structured (e.g., scientific) document. The information con-
tent of a document varies from one section to another and hence, the terms in
the more important sections should contribute more in retrieval methods. We
argue that this is also true for unstructured documents. Usually, the flow of
information in a given document is not uniform, which means that some parts
are more important (informative) than others [4]. We know that summarization
techniques distinguish the more informative parts (i.e., sentences) from the less
ones.
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In the present investigation, the weight/importance of a sentence in a docu-
ment is initially measured with the help of a summarization technique, which is
taken here as the relative entropy based method [5]. All of the terms in a sentence
are assumed to have the same weight which is equal to the weight of the sentence.
To obtain the term frequency (overall significance) of a term in a document, the
weights for each of the occurrences of the term are aggregated. The effectiveness
of the proposed indexing scheme is verified for a few leading retrieval models on
FIRE dataset [6] and the results are found to be quite encouraging.

The rest of the paper is organized as follows. In section 2, we describe the
proposed indexing scheme. The implementation and effectiveness of the scheme
is demonstrated in section 3. Section 4 finds the conclusions.

2 Proposed Indexing Scheme

As mentioned earlier, the proposed document indexing scheme is an extension
of the model proposed by Pasi et al. [2][3]. They suggested to provide different
importance to different sections for indexing structured (e.g., scientific) docu-
ments. For example, in a scientific document, the terms in the ‘Title’ carry more
information than those in other sections (e.g., ‘abstract’, ‘introduction’, etc.). In
[2], different functions for different sections were proposed for providing varying
weights/importance to the terms based on their belongingness in the document.

For the sake of extending the above model, we intend to impose structure to
an unstructured document and then to allow varying weights to the terms based
on their positions in the document. We find that extraction based text summa-
rization methods analyze the importance/informativeness of different sentences
in a document for selecting a few sentences as the summary of the document.
Therefore, summarization techniques may be useful in finding the importance of
the sentences in a document.

In the current investigation, each sentence in an unstructured document is
visualized as to behave like a section of a structured document. With the help
of a summarization technique, the informativeness of a sentence in a document
is estimated, i.e., a weight is obtained for the sentence signifying its importance
in the document.

The proposed indexing scheme consists of two parts. In the first part, weights
of the sentences in a document are obtained using a text summarization method.
The second part is concerned with the calculation of the term frequency of each
of the terms in the document.

A) Sentence ranking: A text summarization method is used for ranking the
sentences of a document. In this report, we have considered the relative entropy
based summarization technique proposed by Kumar et al. [5].

This technique initially estimates the probability of a word w in a sentence S
as

P (w|S) =
tf(w, S)

|S| (1)

where tf(w, S) is the frequency of w in S and |S| is the number of words in S.
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Similarly, the probability of w in a document D is estimated as

P (w|D) =
tf(w, D)

|D| (2)

where tf(w, D) is the frequency of w in D and |D| is the number of words in D.
A sentence S is provided a weight based on its comparison to the document

D. Comparison is done with relative entropy, i.e., KL-Divergence of S with D
as

KLS =
∑

w

P (w|S)log
P (w|S)
P (w|D)

. (3)

As explained in [5], the importance of a sentence, IS , is inversely proportional
to KLS, i.e.,

IS =
1

KLS
. (4)

We take IS as the weights of the sentences.
B) Term frequency: The significance of a sentence in a document is obtained

previously. We assume that the significance is same for all the terms in a sen-
tence. Accordingly, we assign the sentence weight to all of its terms. It may be
realized that a term belonging to two different sentences may not have the same
information content and hence the term may have different scores. Aggregating
the scores of a term for all of its occurrences in a document, the term frequency
of a term t in D is calculated as

tf(t, D) =
∑

Si if tεSi

ISi (5)

The term frequency tf(t, D) as in eqn.(5) reflects the importance of the term
in document D based not only on the number of occurrences but also on the
information content for each of its occurrences. For example, suppose a document
has the same number of occurrences for two terms t1 and t2, but t1 has appeared
in more important sentences than t2. It is easy to realize here that t1 is more
significant than t2. In such a case, the proposed scheme will find tf value for
t1 higher than that of t2 while the conventional indexing schemes will find the
same tf value for both t1 and t2. Hence, the proposed scheme should be a better
indexing scheme than the existing ones which are based on raw counts of terms.

3 Implementation and Results

A new indexing scheme is described in the previous section. The effectiveness
of the scheme is verified on the FIRE dataset [6] using Terrier platform [7]. We
have considered some of the leading retrieval models available in Terrier, namely,
Okapi BM25 [8], DFRBM25, InexpB2, InexpC2, IFB2, InL2 and BB2 [9]. A brief
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description of these models is provided in Table 1. It is to be noted that all the
models have some parameters which need to be tuned. The parameter values
mentioned in Table 1 against each model are the ones which are set in the
Terrier platform [7] as default and we have used those values in implementing
the models. The results are evaluated here based on Mean Average Precision
(MAP).

Table 1. Description of retrieval models considered

Model Description Parameter
V alues
Considered

Okapi BM25 The original BM25 probabilistic model k1=1.2, k2=0,
k3=8, b=0.75

DFR BM25 The DFR version of BM25 k1=1.2, k2=0,
k3=1000, c=1

In expB2 Inverse expected document frequency model for ran-
domness, the ratio of two Bernoulli’s processes for first
normalisation, and Normalisation 2 for term frequency
normalisation

c=1

In expC2 Inverse expected document frequency model for ran-
domness, the ratio of two Bernoulli’s processes for first
normalisation, and Normalisation 2 for term frequency
normalisation with natural logarithm

c=1

IFB2 Inverse Term Frequency model for randomness, the ra-
tio of two Bernoulli’s processes for first normalisation,
and Normalisation 2 for term frequency normalisation

c=1

InL2 Inverse document frequency model for randomness,
Laplace succession for first normalisation, and Nor-
malisation 2 for term frequency normalisation

c=1

BB2 Bose-Einstein model for randomness, the ratio of two
Bernoulli’s processes for first normalisation, and Nor-
malisation 2 for term frequency normalisation

c=1

For, each of the models, we have experimented with both the conventional
(based on raw counts) as well as proposed indexing schemes. In all the cases, the
models with the proposed indexing scheme are found to perform better than that
with the conventional indexing schemes. The MAP values of the said retrieval
models with the conventional and the proposed indexing schemes are shown in
Table 2. For more clarity, these results are shown graphically in Figure 1.
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Table 2. MAP of different models with conventional and proposed indexing schemes
on FIRE dataset

Indexing Scheme BM25 DFRBM25 InExpB InExpC IFB2 InL2 BB2

Conventional 0.5298 0.5304 0.5347 0.5299 0.5339 0.5420 0.5280

Proposed 0.5732 0.5734 0.5798 0.5744 0.5803 0.5781 0.5747

Fig. 1. MAP of different models with conventional and proposed indexing schemes

4 Conclusions

A new document indexing scheme is proposed in this article. Pasi et al. proposed
different importance to terms in different sections of structured documents. We
have extended this idea to unstructured documents. We assigned different scores
to the sentences of a document using a summarization technique. It is to be men-
tioned here that we have taken relative entropy based summarization method for
ranking the sentences, but one can take any other good summarization method.
Instead of taking raw count for term frequency as in conventional indexing meth-
ods, we proposed the summation of scores of the sentences the term belongs to
be the term frequency.

We have implemented this scheme in Terrier Platform and tested on FIRE
dataset for a few leading information retrieval models. In all the cases considered,
the performance of this scheme is found to be better than in the conventional
term frequency. But, to make stronger claims the method is to be tested on more
datasets.
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Abstract. The notion of the proposed methodology is to optimize mul-
tidimensional nonlinear problem of conflicting nature that exists among
imperceptibility and robustness in image watermarking. The methodology
exploits the potentiality of Multi-Objective Genetic Algorithm (MOGA)
in searching multiple non-dominated solutions lying on the Pareto front.
The characteristics curve of the image are then analyzed and the most
appropriate solution is selected using a merit function defined over eval-
uation measures. The efficacy of the suggested method is demonstrated
by reporting the resultant watermarked images and restored watermarks
extracted from their mean and median filtered versions.

Keywords: Image Characteristics Curve, Merit Function, Impercepti-
bility, Robustness, SSIM.

1 Introduction

Digital Watermarking, which is a digital adaptation of the traditional visible
paper watermark, is an important sub-discipline of information hiding. Though
visible digital watermarks are in use, most of the research works are centered
on imperceptible digital watermarking that has wider applications [8]. It in-
cludes copyright protection, traitor tracking using fingerprinting, copy protec-
tion in digital multimedia distribution systems, image authentication and many
more. Commonly used digital watermarking techniques for images include LSB
(least significant bit) replacement, the patchwork algorithm by Bender et al.[12],
predictive coding, discrete Fourier transform, discrete cosine transform, Mellin-
Fourier transform [1], hierarchical watermark extraction process based on wavelet
transformation by Xia et al.[14], spread spectrum technique [10], phase modu-
lation, amplitude modulation etc. Progressive watermarking technique in DCT
(Discrete cosine transform) domain was proposed by Huang et al. where genetic
algorithm was used to search the optimal frequency band for embedding of wa-
termark while improving simultaneously security, robustness and visual quality
of the watermarked image[7].

Two major tasks are involved in fulfilling these requirements:
1. Selection of an appropriate modulation/mapping function (reversible) to em-

bed the auxiliary image into the cover image for obtaining a desired output.
Usually, a suitable nonlinear reversible mapping function is used.

2. Selection of objective functions to evaluate the embedded image.

S.O. Kuznetsov et al. (Eds.): PReMI 2011, LNCS 6744, pp. 280–285, 2011.
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Given the images (cover and auxiliary), it is difficult to select a modulation
function which will be best suited without prior knowledge of the image statistics
[3]. Even if we are given the image statistics, it may be possible to estimate
only approximately the function required for watermarking. Moreover, to make
the evaluation process objective, it is necessary to define appropriate objective
functions that will quantitatively measure the embedded image with respect to
imperceptibility and robustness [2].

The effectiveness of multi-objective genetic algorithm (MOGA) is exploited
to find a number of solutions in the Pareto-optimal front. Automatic selection of
an optimum solution is made using the image characteristics curve (ICC) that
follows the concept of operating characteristics curve (OCC). In this context, the
merit of a solution is calculated taking into account the effect of evaluation mea-
sures and their importance [4]. The merit of a solution is derived keeping in mind
the simultaneous optimization of multiple objectives and their characteristics.

2 Proposed Methodology

The proposed methodology consists of 3 major parts.

1. Selection of embedding region and modulation function.
2. Selection of evaluation measures and formulation of MOGA.
3. Automatic selection of suitable solution.

Embedding region and modulation function: The embedding region is
determined based on the distribution of the gray values of the cover image. The
region from the cover image can be selected from its histogram on the basis
of higher frequency of occurrence in pixel values in either end or on the basis
of the histogram of the difference matrix [9]. A mask, equal in size as that of
the auxiliary image, is used to search dynamically for the proper window where
the watermark can be embedded. Once the embedding region is chosen, proper
modulation function is used to embed the watermark. Most commonly used
modulation functions[9] are:

– Power-law function: x′
m+i,n+j = A(ai,j + ε)µ.

– Parabolic function: x′
m+i,n+j = A(1 + μ

√
(ai,j + ε)).

Where A, ε and μ are parameters of modulation functions.

Estimation of parameters using MOGA and formulation of objective
functions: To estimate the parameters of the modulation function, mentioned
above, the non-dominated sorting algorithm (NSGAII) is adopted in implement-
ing the proposed methodology [11]. Real coded genetic algorithm is used, where
a string of 3 real numbers is considered as chromosome. Imperceptibility, ro-
bustness against mean and median filtering are the three objective functions
considered in the implementation of the algorithm. They are defined as follows:
Imperceptibility (Imp):

∑M
i=1

∑N
j=1 |x′

m+i,n+j − xm+i,n+j |
M.N

(1)
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Robustness against mean filtering (R(mean):
∑M

i=1

∑N
j=1 |x′

m+i,n+j(mean) − ai,j |
M.N

(2)

Robustness against mean filtering (R(median):
∑M

i=1

∑N
j=1 |x′

m+i,n+j(median) − ai,j |
M.N

(3)

Where, (M × N) is dimension of the auxiliary image, xi,j , ai,j and x′
i,j re-

spectively are gray values of (i, j)th pixel of the cover, auxiliary and embedded
images. x′

i,j(mean) and x′
i,j(median) are respectively the mean and median of

the (3 × 3) neighborhood of the (i,j)th pixel of the watermarked image. Water-
mark recovery process uses inverse transformation function that maps x′

m+i,n+j

into xi,j and thus the embedded image can be retrieved.

Automatic selection of suitable solution: The characteristics with respect
to the objective functions of the non-dominated solutions contained in the archive
are analyzed in selecting an appropriate and pragmatic solution. It is clear that
a non-dominated solution optimizing one function does not optimize all others.
Therefore, it is wise to select intuitively a solution that produces lower (near
optimal) values for all the objective functions taken into account. To select such
a suitable solution, a merit function can be defined taking into account the effect
of all the objective functions with appropriate importance. In order to make a
comparison between the decrease/ increase between the values of different func-
tions, a better indicator is to divide these decrease/ increase by the range of
the functions. This intuition helps to define a merit function (μ) for r objective
functions as follows:

μ(s) =
r∑

i=1

fi(s) − fi,min

fi,max − fi,min
, (4)

Where, fi(s) is the value of the ith objective function for string s, fi,min and
fi,max respectively are the minimum and maximum values of the ith function
among all strings present in the archive. The maximum and minimum values
of the functions are taken with respect to the explored non-dominated strings
belonging to the archive.

3 Implementation and Results

The proposed algorithm is implemented by embedding an auxiliary image into
a cover image and extracting the watermark from mean and median filtered
versions of watermarked image. Power law function is used as the modulation
function. The domains of the parameters considered are A ∈ [0, 10], ε ∈ [0, 0.1]
and μ ∈ [0, 1]. For both mean and median filtering, (3×3) window is used. The ef-
fectiveness of the methodology has been demonstrated here for two cover images
:Bandon beach(Bandon) (size (610×403)) and Fontaine des Terreaux(Terreaux)
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(size (768×512)) and two auxiliary images (watermark): Intel logo (size (32×16))
and IAPR logo(size (44 × 18)), depicted in fig. 1 [5]. Imperceptibility and Ro-
bustness defined in (1)-(3) are taken as the objective functions. The genetic
parameters used for MOGA based watermarking method are: Size of population
and archive = 20, Number of generations = 500, Probability of cross-over = 0.8
and Probability of mutation = 0.1. The algorithm is executed several times (500
generations for each run)for a pair of cover and auxiliary image. In each run we
get 20 different sets of parameter values.

(a) (b) (c) (d)

Fig. 1. Cover Images - (a) Bandon and (b) Terreaux; Watermark Images - (c) Intel
and (d) IAPR

Fig. 2(a) depicts image characteristics curve for 20 different set of solutions for
a particular run when Bandon is the cover image and Intel is the embedded logo.
The graph shows how the objective function values vary with different solutions.
A closer look at ICC will clearly reveal that all the solutions from 12 to 15
produce low values for all the three objective functions and may therefore appear
comparable. Further investigation shows that merit function value corresponding
to solution number 14 is minimum. The watermarked image obtained using the
solution 14, and extracted watermarks after mean and median filtering of the
embedded image are shown in fig 2(b)-2(d). The resultant images show that the
parameter values corresponding to minimum merit function value can produce
high quality watermarked image in terms of imperceptibility and robustness.
This proves indeed that merit function value can estimate properly the most
suitable solution among the set of non-dominated solutions.

Similar results (not presented here for space scarcity) are obtained for other
combinations of cover and watermark images mentioned before, viz., Bandon -
IAPR, Terreaux - Intel and Terreaux - IAPR. Visual inspection of these 3 sets
of ICC curves reveal similar scenario as explained before. Same set of watermark
images are embedded in several other cover images available in [5] and found
similar performance of the proposed methodology.

To validate the results obtained, we have calculated SSIM between a given
pair of cover and watermarked images for different solutions to investigate the
variation of SSIM index with merit function value. Greater is the SSIM index,
better will be the imperceptibility of the watermarked image [13,6]. The SSIM
measures for imperceptibility and robustness separately and the combined SSIM
index for four sets of images are given in Table 1. The combined SSIM indices
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(a) (b) (c) (d)

Fig. 2. Watermarked image and extracted watermarks for Bandon and Intel together
with ICC

Table 1. SSIM measures for different sets of cover and watermark images

Cover Watermark Soln. SSIM(I) SSIM(Rm) SSIM(Rmd) Combined
Bandon Intel 14 0.9997 0.614 0.7576 2.3713

” ” 7 0.9998 0.1995 0.5911 1.7904
” ” 11 0.9993 0.623 0.7351 2.358
” ” 13 0.9997 0.3508 0.5988 1.9493

Bandon IAPR 16 0.9996 0.4377 0.5308 1.9681
” ” 19 0.9995 0.0126 0.1909 1.203
” ” 15 0.9968 0.434 0.5336 1.9644
” ” 13 0.9993 0.0398 0.0246 1.0637

Terraux Intel 15 0.9998 0.7007 0.7589 2.4594
” ” 16 0.9998 0.6853 0.766 2.4511
” ” 14 0.9998 0.6956 0.7595 2.4549

Terraux IAPR 17 0.9998 0.4919 0.5686 2.0603
” ” 4 0.9998 0.497 0.5479 2.0447
” ” 16 0.9998 0.5006 0.5526 2.053
” ” 19 0.9998 0.5006 0.5526 2.053

corresponding to different solutions reveal that the individual SSIM indices for
imperceptibility, robustness against mean and median filtering may not be max-
imum for the preferred solution, but the combined SSIM index is maximum for
the solution corresponding to minimum merit function value. This indeed proves
quantitatively that merit is a good measure in choosing the best optimum solu-
tion among the set of non-dominated solution which optimizes both impercep-
tibility and robustness and can produce high quality watermarked images. The
distortion is introduced with the help of Stirmark benchmark software that is a
generic tool used for introducing attacks on an image like JPEG compression,
Gaussian noise, non-linear filtering, cropping, rotation etc.

4 Conclusions

The effectiveness of MOGA in the automatic selection of modulation operator
is tested for various cover and watermark images. The algorithm determines
number of optimum parameter sets rather than a single one in selecting an
appropriate modulation function. Afterwards, The image characteristics curve
and merit function are used to select automatically the best one among the
optimal parameter sets. Further work may be carried out to extend the proposed
concept involving different transformation and objective functions.
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Abstract. This paper describes a non-blind, imperceptible and highly
robust hybrid Medical Image Watermarking (MIW) technique for a range
of medical data management issues. The method simultaneously ad-
dresses medical information security, content authentication, safe archiv-
ing and controlled access retrieval. We propose the use of Contourlet
Transform (CLT) followed by the Discrete Cosine Transform (DCT) to
achieve higher robustness and imperceptibility. Experimental results and
performance comparisons confirm the effectiveness and efficiency of the
proposed scheme.
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1 Introduction

The rapid and significant growth of the information and communication tech-
nologies has changed the medical data management systems immensely. The
modern integrated health-care delivery systems (such as Hospital Management
Systems (HISs), Picture Archiving and Communication Systems (PACS) etc.)
provide easier access, effective manipulation and efficient distribution of medical
data. On the other hand these advances have resulted in new risks of inappro-
priate use of medical information, due the ease with which digital data can be
accessed and manipulated. Therefore, we need a system for effective storage,
transmission, controlled manipulation and access of medical data keeping its
authenticity, integrity and confidentiality intact [1].

Many MIW techniques have been proposed by various researchers. A spatial
domain technique was proposed by Zain et al. [2] to improve the security of med-
ical images by involving the ability to detect tamper and subsequently recover
the images. A Region of Interest (ROI) lossless MIW technique with enhanced
security and high payload embedding in the spatial domain was proposed by
Kundu et al. in [3]. Chao et al. [4] proposed a DCT based data hiding scheme,
capable of hiding EPR in the quantized DCT coefficients of an image. Wu et al.
[5] proposed two schemes based on Modulo 256 and DCT, for tamper detection
and recovery purpose. Recently few Discrete Wavelet Transform (DWT) based
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MIW methods have been proposed [6][7][8] by various researchers. Most of the
previous researches have concentrated on preserving the resolution of the med-
ical images after watermark embedding, regardless of testing the robustness of
the schemes against different attacks. Moreover, most of the conventional wa-
termarking schemes are semi-robust in nature. They can resist either the signal
processing attacks destroying the high frequency (HF) components of the image,
or the signal processing operations in which the low frequency (LF) components
of the image is altered.

To overcome these problems, we propose a hybrid CLT-DCT based MIW
technique to hide Electronic Patient Record (EPR), Doctor’s Identification Code
(DIC) and Indexing Keyword (INDX) in the medical image. The confidentiality
of the EPR is improved by embedding the data in the image. DIC works as a
source authenticator and INDX serves as a querying keyword for use in medical
image databases for effective image retrieval. In addition to that, both the stor-
age and transmission bandwidth requirements as well as the possibility of EPR
detachment are reduced. In the proposed method, watermark’s DCT coefficients
are inserted into the DCT coefficients of the CLT transformed low pass version
of the original image. Due to the special transform structure of Laplacian Pyra-
mid (LP) [9], the DCT coefficients of the watermark are likely to be spread out
into all subbands when we reconstruct the watermarked image. As a result the
proposed technique is expected to be robust to various attacks resulting from
both the signal processing operations which affect the HF or the LF components
of the image.

The organization of the paper is as follows: in Section 2 we briefly describe the
CLT. We outline in Section 3 the proposed watermark embedding and extraction
algorithms. Experimental results and comparisons are presented in Section 4 and
we draw conclusion in Section 5.

2 Contourlet Transform (CLT)

The major drawback of DWT in two dimensions is their limited ability in cap-
turing directional information. In light of this, Do and Vetterli [9][10] developed
the CLT based on an efficient two-dimensional multiscale and directional filter
bank (DBF). CLT not only possess the main features of DWT, but also offer a
high degree of directionality and anisotropy. It allows for different and flexible
number of directions at each scale, while achieving nearly critical sampling. In
addition, CLT uses iterated filter banks, which makes it computationally efficient
(O(N) operations for an N-pixels image).

CLT gives a multiresolution, local and directional expansion of image using
Pyramidal Directional Filter Bank (PDFB). The PDFB combines LP which
captures the point discontinuities, with a DFB which links these discontinuities
into linear structures. LP is a multiscale decomposition of L2(R2) into series of
increasing resolution subspaces which are orthogonal complements of each other
as follows:
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L2(R2) = Vj0 ⊕ (
−∞⊕

j=J0

Wj) (1)

An l-level DFB generates a local directional basis for l2(Z2) that is composed
of the impulse response of the DFBs and their shifts. In CLT, the directional
filter is applied to the detail subspace Wj . This results in a decomposition of Wj

into 2lj subspaces at scale 2j .

Wj =
2lj−1⊕

k=0

W
lj
j,k (2)

Fig. 1.(a) shows the flowchart of CLT for a 512 × 512 image. A DFB is de-
signed to capture the high frequency content like smooth contours and directional
edges. This DBF is implemented by using a k-level binary tree decomposition
that leads to 2k subbands with wedge shaped frequency partition as shown in
Fig. 1.(b).

(a) (b)

Fig. 1. (a) Flowchart of CLT for a 512 × 512 image. (b) Frequency partitioning (k =
3, 2k = 8) wedge shaped frequency subbands.

3 Proposed Scheme

The watermark embedding and extraction algorithm is described here.

3.1 Watermark Embedding

The salient steps of the watermark embedding process are as follows:

1. Apply CLT on the original image I.
2. Divide the coefficients of the low pass subband (ILPS) of the transformed I

into 8 × 8 non-overlapping blocks.
3. Perform DCT to each block of ILPS to get DCT ILPS .
4. Encrypt the EPR by Advanced Encryption Standard (AES) method using

a secret key KS to get EPRENCRY .
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5. Concatenate DIC, INDX , EPRENCRY and represent the resultant string
to its binary representation as WMBIN .

6. Apply BCH error correcting code to WMBIN to get WMBCH .
7. Reshape WMBCH as a 1D-binary string (WMBS) and scatter its bits using

the function given below:

f(x) = px mod n + 1 (3)

where,
n = size of the subband ILPS ;
p = secret prime number ε [1, n];
x = bit position in WMBS and x ε [1, length(WMBS)];

8. Reshape the resultant string in a matrix of equal size as ILPS to get the final
watermark payload WMFIN .

9. Divide WMFIN into 8 × 8 non-overlapping blocks, and perform DCT to
each block to get DCTWM .

10. Let, a coefficient of the matrix DCT ILPS , is represented by Y (x, y), and
W (x, y) represents a coefficient of the matrix DCTWM . Then, perform ad-
ditive watermarking operation:

Y ′(x, y) = Y (x, y) + αW (x, y) (4)

where,
Y ′(x, y) = coefficients of the reconstructed matrix DCT ′ ILPS ;
α = watermarking strength factor.

11. Perform Inverse DCT on DCT ′ ILPS , to get the modified I ′LPS .
12. To get the watermarked image I∗, apply Inverse CLT on the I ′

LPS , along
with other non-modified directional subbands.

3.2 Watermark Extraction

The proposed watermarking scheme is non-blind, which means we need the orig-
inal image during the extraction process. The steps of the extraction process are
as follows:

1. Apply CLT on I and I∗ (possibly attacked) with the same decomposition
configuration of the embedding process.

2. Divide the coefficients of the low pass subbands (ILPS and I∗
LPS respectively)

of the transformed I and I∗ into 8 × 8 non-overlapping blocks.
3. Get DCT ILPS and DCT I∗

LPS by performing DCT to each block of ILPS

and I∗LPS respectively.
4. Let, a coefficient of the matrix DCT ILPS , is represented by Y (x, y), and

Y ∗(x, y) represents a coefficient of the matrix DCT I∗
LPS . Then, to get one

coefficient W ′(x, y) of the reconstructed DCT watermark DCTWM ′ perform
the following operation:

W ′(x, y) = (Y ∗(x, y) − Y (x, y))/α (5)
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5. Perform the Inverse DCT on DCTWM ′ , to get the reconstructed watermark
WM ′.

6. Reshape WM ′ as a binary string and rearrange the bits to their original
positions using the equation 3 to get WM ′

BCH .
7. Get WM ′

BIN by applying BCH decoding procedure on WM ′
BCH .

8. Transform WM ′
BIN to its original format and separate DIC, INDX , and

EPRENCRY .
9. Decrypt EPRENCRY using the same secret key KS to get the original EPR.

4 Experimental Results and Comparisons

4 grayscale (8 bpp) medical images of different modalities (CT, MRI, USG), of
size 512× 512 were used in the experiments. The DIC and INDX consist of 20
(20× 7 = 140 bits) and 14 (14× 7 = 98 bits) ASCII characters respectively. The
size of the encrypted EPR was 1152 bits. After applying BCH(255,139,15) the
size of the watermark was 2550 bits. After three level CLT [2,4,8] of the image
with ‘9-7’ pyramid filter and ‘pkva’ directional filter, the size of the low pass
subband was 64× 64. We used p = 23 in the equation 3. The value of α was set
to 30 after lots of experiments.

We used Peak Signal-to-Noise Ration (PSNR) to measure the distortion pro-
duced after watermark embedding. Mean Structural SIMilarity index (MSSIM)
was used to measure the similarity between the original image and the water-
marked image. To prove the authenticity of the extracted watermark we used
Normalized Correlation (NC) coefficient and Bit Error Rate (BER).

Table 1. shows the PSNR, MSSIM, NC and BER values in attack free case.
The result shows that the watermark is retrieved successfully without any er-
rors. Fig. 2. shows the effect of watermark embedding in the medical images.
The results show that there is no visual difference between the original and the
watermarked images.

The results (for abdomenCT image) in the Table 2. show that the propose
method is robust against various image processing attacks. It also shows the
visual and structural difference between the watermarked and the attacked image
in terms of PSNR and MSSIM.

Comparisons with [7] and [8] reveals that, these methods are more impercep-
tible (in terms of PSNR), but less robust than our scheme. Specifically, these
methods can only survive JPEG compression attack, even that also to a limited

Table 1. Results of Attack Free Case

Image PSNR MSSIM NC BER

abdomeCT 41.5895 0.8745 1.0000 0

cthead 41.5713 0.9567 1.0000 0

mriBrain 41.5157 0.9747 1.0000 0

usg 41.4776 0.9383 1.0000 0
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Fig. 2. Original images (above) and their corresponding watermarked images (below)

Table 2. Robustness Against Various Attacks

Attacks Parameters NC BER PSNR MSSIM
Mean Filtering Window size = 3 × 3 1.0000 0.0000 31.8707 0.9434

Median Filtering Window size = 3 × 3 1.0000 0.0000 34.7341 0.9555

Salt & Pepper Noise Noise density = 0.005 1.0000 0.0000 26.9014 0.8790

Cropping 315 × 27 pixels 1.0000 0.0000 20.6878 0.9588

Resize 256 × 256 pixels 1.0000 0.0000 33.2382 0.9525

Bit-Plane Removal LSB-1 1.0000 0.0000 52.1812 0.9936

Sharpening 65 1.0000 0.0000 29.1512 0.9125

JPEG Quality Factor = 25 1.0000 0.0000 34.5269 0.8819

quality factor (< 50). Whereas, our scheme can survive JPEG compression at-
tack up to 25 quality factor. In [7] only the ROI of the image can be embedded,
but no EPR or DIC or INDX. Comparison with [6] shows that, our method is
more imperceptible (in terms of PSNR) and also more robust. Also the use of
EPR encryption, scattering of bits in the embedding process makes our method
much more secure than the methods mentioned above.

5 Conclusions

We have presented a non-blind, highly robust watermarking scheme applied to
medical images with good imperceptibility and enhanced security. Our scheme
can be used for different medical image modalities. The experimental results
indicate that the proposed scheme is feasible and given its relative simplicity, it
can be applied to the medical images at the time of acquisition to serve in many
medical applications concerned with authenticity, integrity and confidentiality.

In future research, we will try to enhance our algorithm by making it blind,
as well as, we will try to embed the watermark such that, it cause less visual
degradation and better extraction accuracy.
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Abstract. Reference points play important role in the field of finger-
print recognition. It is mainly used for fingerprint classification and fin-
gerprint matching. There are many methods proposed for fingerprint
reference point detection like Poincare Index technique, Direction curva-
ture technique etc. The purpose of this paper is to detect the reference
points considering the uncertainty for imperfection of fingerprint refer-
ence point position.

1 Introduction

Biometric Application,Fingerprint, has taken part a major role to identify a
particular person uniquely. We can analyze the fingerprint from global and local
perspective.From local perspective we concentrate on minutiae like bifurcation
point,trifurcation,ridge ending etc. At global level ,there are some unique land-
marks of fingerprint,where the ridge curvature is higher than other areas and
the orientation changes rapidly. They are commonly known as core and delta[4]
which are shown in Fig1(a) and they are used as a reference point. Each fin-
gerprint should have the local features and may or may not have the global
feature. The number of core and delta point differs in different type of finger-
print. There are several techniques available for singular point detection. Most
of the techniques developed on the basis of orientation field of the image. The
poincare index method(PI) one of the commonly used method for reference point
detection[1][7]. This method is efficient but very much sensitive to noise as the
orientation deviation caused by image imperfection that effects the computation
of PI. Another method is to detect the reference point by searching the curvature
point from the orientation image[6][8][3].

The main problem of all such approaches is the uncertainty presents in the
process of detection of the exact location of reference points. Though it is easy
to detect the approximate region where reference point exists but it is difficult
to get a unique point as a reference one. In this paper we have proposed a
method where some template is to be used to detect the reference points using
strength of similarity from which the exact (single) point may be detected from
the approximate core and delta region using fuzzy reasoning.

Organization of the paper is as follows. The estimation of direction field and
reference points are presented in section 2.1 and 2.2 The false reference Point

S.O. Kuznetsov et al. (Eds.): PReMI 2011, LNCS 6744, pp. 293–298, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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(a) Fingerprint
Reference Point

(b) Original
image

(c)
Orientation

image

Fig. 1. (a)Fingerprint Reference point (b)Original finger print image (c) field of Fin-
gerprint image

removal technique is described in section 3. In section 4,A technique for identifi-
cation of finer core point from core region is described. The experimental results
and future works are given in section 5 and 6.

2 Proposed Method to Identify Reference Points

2.1 Formation of Orientation Image

Before going to minutiae extraction,an orientation field flow map is computed.
The input image is subdivided into number of blocks of equal size and dominant
ridge gradient direction is computed for each block. The average direction of
all ridges represents the dominant direction of each block. Same algorithm is
repeated for each block. So the image is scaled down by the size of factor w if
We assume that the size of each block is w×w. All possible directions should get
converted only into eight discrete directions in the range of 90 degree to -67.5
degree[9][2]. The Direction angle θ(i,j) is representing the dominant direction of
the block (i,j). Now the reduced image is represented as D(i, j) and its position
is represented by Dij . The main steps to calculate the orientation of each block
is as follows.
1)Divide the fingerprint image into non overlapping blocks of size w × w.
2)Compute the gradient δx(i, j) and δy(i, j) of each pixel (i,j) corresponding to
the Horizontal and vertical direction.The gradient operator used here is Sobel
operator for simplicity.
3)Estimate the orientation of each block (i,j) by averaging the square gradients
as follows.

Vy(i, j) =
i+w/2∑

u=i−w/2

j+w/2∑

v=j−w/2

2δx(u, v)δy(u, v) (1)

Vx(i, j) =
i+w/2∑

u=i−w/2

j+w/2∑

v=j−w/2

(δ2
x(u, v) − δ2

y(u, v)) (2)
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θ(i, j) = (1/2)tan−1(Vy(i, j)/Vx(i, j)) (3)

The original Fingerprint image and its direction image is shown in Fig 1(a),(b).

2.2 Reference Point Detection

The Poincare index method and the modified Poincare Index Method are the
most popular method to detect the singular points in the fingerprints. By using
this method the core point,delta points and virtual core point for whorl type are
extracted on the basis of gradient differences among the adjacent blocks[1][7].
But it has been shown that reference point detection is considerably difficult for
low quality image and the image containing noise. This may cause the faulty
detection of reference point.

(a) Core
mask

(b) whorl
mask

(c) Delta
mask

Fig. 2. Different mask figure a)Core b)Whorl)delta

To overcome this problem,besides the gradient difference method proposed
in PI method additionaly We have used block based matching technique where
number of blocks are used which depicts the different kind of reference point
pattern. This hugely improved the performance of fingerprint reference point
detection methodology. The template masks, CoreM (i, j),WhorlM (i, j) and
DeltaM(i, j) in fig2 are defined as a convolution mask for calculating similarity
measurement strength of each pattern in the Direction image. Initially We con-
sider three empty sets for the core,whorl and delta point ,let it say SC ,SW ,SD.

Each point of direction image D(i, j) is checked with all the template mask and
correlation membership value or similarity measurement strength is calculated
using the equation (4). As the convolution template are asymmetric the exact
mid point or near mid point is chosen for calculating the correlation membership
value,let say the point index as midi and midj .

μC(Dij)=
MH∑

u=−1

MW∑

v=−1

1 − |(D(i+u)(j+v)−CoreM (midi + u)(midj + v))|
δk

(4)

μC(Dij) = μC(Dij)/NC (5)

where MH is the height of the Mask,MW is Width of the Mask,δk is maximum
possible phase angle difference,here 157.5(90 to -67.5) and NC is No of consid-
erable points in the Mask.
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Using the above mentioned equation,correlation membership value is calcu-
lated using all the mask and say it μC(Dij),μW (Dij) and μD(Dij) for core,whorl
type and delta. Now a cutoff value is decided to get the correct point into the
set SC ,SW , SD using the equation (6).

SC = {Di,j : μC(Di,j) > μCT} SW = {Di,j : μW (Di,j) > μWT }
SD = {Di,j : μD(Di,j) > μDT } (6)

where μCT ,μWT and μDT are the membership cut off value for core point,whorl
type and Delta Point. The above mentioned approach is continued in reverse
image to check any other reference point from the opposite direction using the
same algorithm.

3 False Reference Point Detection and Removal

All the candidate points which has been detected in the set SC ,SW and SD are
not the correct reference point. In this scenario it has been shown that if We
take the help of poincare indexing method, it will remove the unnecessary core
point and delta point from the set SC and SD.

From the experiment It has been shown that there may be some points in
the set which are neighbor of each other. Multiple reference points can not be
present within the neighborhood position so the points are to be removed from
the set. In this scenario,Lower most Horizontal line of the Image has been taken
as a base line and the candidate point having smallest distance from the base
line considered as reference point.

The virtual core point(Whorl type) is a special type of point where two ex-
treme curvature point exist above and below of the whorl pattern. As whorl
point is being detected separately so at that particular case,these two extreme
curvature points marked as a core point are removing from the set SC using
equation (7) and the new set is formed SNew

C . Finally We can draw a hypothet-
ical line joining these two points and center of this line can be assumed as a
virtual core point for whorl type which is shown in Fig 3(a).

SNew
C = SC − {x} (7)

If(x ∈ SC and y ∈ xn
8 and y ∈ SW ), Check ∀x ∈ SC

where xn
8 is the set of 8 neighbor points of x.

4 Identification of Finer Point from Core Region

Its a challenge to identify the exact core point position from the identified core
region. It is found that the exact core point is the sharpest corner situated in
the innermost ridge.To identify a corner point We have estimated some local
shape parameters gradient,symmetry and straightness for this purpose. An ideal
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corner point should have high gradient value,high reflective symmetry and low
level straightness in a local neighborhood of pixels[5].Cornerness is checked using
the table in Fig3(b)for decision making. Each parameter value of the core region
points are calculated and the range between the extreme low and extreme high
value is equally subdivided into three range low,medium and high. An Example
of finer core points (single pixel or cluster of very few pixels) detection using
proposed method and core region detection using poincare method is shown in
Fig4(e) and (d).

(a) Virtual core point (b) Cornerness Decision making

Fig. 3.

(a) Original
image

(b) zooming
core region

(c)
Orientation

image

(d) Poincare
method

(e) Finer core Point

Fig. 4. Finer core point Identification

5 Experimental Results

To evaluate the performance of this algorithm, We have used the testing database
FVC 2000 (http://bias.csr.unibo.it/fvc2000/databases.asp) for all type of finger-
print Image.The orientation image is formed using 8 × 8 block. The Similarity
measurement strength cut off values are decided .8,.85 and .85 for μCT ,μWT

and μDT respectively considering the effect for large number of images.Some
Fingerprint Image and its reference points are shown in Fig 5.
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(a) (b) (c) (d) (e) (f)

Fig. 5. Result Image with Core,Whorl and Delta Point

6 Conclusion

In this paper we have tried to overcome the uncertainty during the identification
of exact reference point location using decision making rules. But We expect
that any soft computing tool like fuzzy set theory can play important role for
modeling such type of uncertainty and that is being persuaded currently.

References

1. Huang, T., Liu, C., Lin, J., Li, C., Kuo, T.: A novel scheme for fingerprint identifica-
tion. In: The 2nd Canadian Conference on Computer and Robot Vision, Proceedings,
pp. 392–396 (2005)

2. Jayadevan, R., Kulkarni, J.V., Mali, S.N., Abhyankar, H.K.: A new ridge orienta-
tion based method of computation for feature extraction from fingerprint images.
Transactions on Engineering, Computing and Technology (2007)

3. Kekre, H.B., Bharadi, V.A.: Fingerprint’s core point detection using orientation
field. In: International Conference on Advances in Computing, Control, Telecom-
munication Technologies, ACT 2009, pp. 150–152 (2009)

4. Kekre, H.B., Bharadi, V.A.: Article: Fingerprint core point detection algorithm
using orientation field based multiple features. International Journal of Computer
Applications 1(15), 97–103 (2010)

5. Law, T., Yamada, K., Shibata, D., Nakamura, T., He, L., Itoh, H.: Edge extraction
using fuzzy reasoning. In: Pal, S.K., et al. (eds.) Soft computing for image processing,
vol. 42, pp. 44–78 (2000)

6. Mohammadi, S., Farajzadeh, A.: Fingerprint reference point detection using ori-
entation field and curvature measurements. In: IEEE International Conference on
Intelligent Computing and Intelligent Systems, ICIS 2009, vol. 4, pp. 25–29 (2009)

7. Ohtsuka, T., Watanabe, D., Tomizawa, D., Hasegawa, Y., Aoki, H.: Reliable de-
tection of core and delta in fingerprints by using singular candidate method. In:
IEEE Computer Society Conference on Computer Vision and Pattern Recognition
Workshops, CVPRW 2008, pp. 1–6 (2008)

8. Yin, Y., Weng, D., Li, H., Ma, W.: A new robust method of singular point de-
tection from fingerprint. In: International Symposium on Information Science and
Engieering, vol. 2, pp. 330–334 (2008)

9. Zhang, W., Wang, Y.: Singular point detection in fingerprint image. In: The 5th
Asian Conference on Computer Vision (2002)



Adaptive Pixel Swapping Based Steganography

Reducing Embedding Noise

Arijit Sur1, Piyush Goel2, and Jayanta Mukhopadhyay2

1 Department of Computer Science and Engineering,
Indian Institute of Technology, Guwahati-781039, India
2 Department of Computer Science and Engineering,

Indian Institute of Technology, Kharagpur-721302, India
arijit@iitg.ernet.in, {piyush,jay}@cse.iitkgp.ernet.in

Abstract. In this paper1, a block based steganographic algorithm is
proposed where embedding is done by swapping two pixels within the
block such that resulting additive noise can be adaptively controlled
by using a prescribed threshold. The proposed algorithm is used to re-
duce the extra additive noise which is the main drawback of a existing
PSSA algorithm [6]. Regarding the steganographic security, the proposed
steganographic scheme inherently preserves first order image statistics
such as image histogram and thus remains undetectable against any his-
togram based spatial domain steganalytic attacks. Experimental results
show that the proposed adaptive scheme clearly outperforms the PSSA
algorithm [6] against additive noise based blind attacks.

1 Introduction

Steganography is the art of hiding information in an innocent looking cover ob-
jects and thus visual and statistical undetectability is one of the major concerns
in the steganographic security. In recent steganalytic literature, a major number
of algorithms (e.g. [1][2]) are based on first order image statistics. The main
problem of restoring image statistics is that an extra amount of additive noise is
being added during restoration. This extra additive noise makes those algorithms
more vulnerable against additive noise based blind attacks like WAM [3]. It is
well known that the chance of detection is substantially reduced if embedding
is done adaptively. In this paper, we have consider an existing pixel swapping
based spatial domain embedding scheme [6] which can inherently restores image
histogram and thus can resist histogram based targeted attacks. The main draw-
back of the PSSA algorithm [6] is that it essentially adds a substantial amount
of extra additive noise due to the restoration process compared to that of LSB
matching type of algorithms. In this paper, we have proposed a new Adaptive
Pixel Swapping based Steganographic Algorithm (APSSA) algorithm by intro-
ducing a block based local adaptive threshold such that amount of noise added

1 The first author gratefully acknowledge the support received from Infosys Technolo-
gies Ltd., Bangalore, under the Infosys Fellowship Award.
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(in a block) depends on certain local (within the block) image statistics. It is
experimentally shown that proposed scheme has similar performance with PSSA
against several recent targeted steganalysis attacks while the proposed adaptive
modification made APSSA more secure than PSSA scheme [6] against additive
noise based attacks like WAM [3]. The rest of the paper is organized as follows.
The proposed encoding and decoding algorithm are described in Sec. 2. In Sec.
3, steganalytic security of the proposed scheme is discussed. The paper will be
concluded in Sec. 4.

2 Proposed Scheme

In this paper, a block based pixel swapping algorithm is proposed which is an
adaptive improvement over the pixel swapping scheme proposed in [6]. Firstly,
the image is divided into non overlapping blocks with a fixed dimension. A single
bit is embedded in a block. Let I be the gray scale cover image. Let Ik(α) be the
intensity value of a fixed location α in the kth block of the image I. Ik(β) and
Ik(γ) are another two block locations such that β and γ are defined as follows:

β = argmaxm∈IK (IK(m) < μk) (1)

γ = argminm∈IK (IK(m) > μk) (2)

where IK = Ik − Ik(α). So Ik(β) is a block element other than Ik(α) which is
the maximum value just less than μk. Similarly Ik(γ) is a block element other
than Ik(α) having minimum value just greater than μk.

The embedding rule is constructed as follows:

bit embedded =

⎧
⎨

⎩

1 if Ik(α) > μk

0 if Ik(α) < μk

(3)

where μk = mean of the kth block. In other words, if Ik(α) is greater than the
mean of kth block μk, the embedded bit is taken as 1; on the other hand if Ik(α)
is less than μk, the embedded bit is taken as 0.

A bit is embedded in the kth block if following suitability condition is true for
that block

|Ik(α) − μk| < τ (4)

where τ is the prescribed threshold.
For a suitable block (say bk), the present secret bit (Spresent) and Ik(α) are

checked according to the embedding rule. If the embedding condition [(Spresent =
1) & (Ik(α) > μk)] is satisfied, no operation is needed to embed the data bit,
otherwise Ik(α) is swapped with Ik(β) or Ik(γ) according to Spresent. A data bit
is embedded if suitability condition is satisfied, otherwise no bit is embedded. In
later case, swapping is needed to mark the corresponding block unsuitable for
embedding.



Adaptive Pixel Swapping Based Steganography Reducing Embedding Noise 301

This amounts to addition of extra noise. This particular situation hap-
pens when both the conditions |Ik(α) − μk| < τ and |Ik(β) − μk| > τ [or,
|Ik(α) − μk| < τ and |Ik(γ) − μk| > τ ] are true. It is experimentally found
that the probability of occurrences of these situations is very low. This is be-
cause Ik(β) has the lowest intensity value greater than μk of the block and Ik(γ)
has the highest intensity value less than μk of that block. Again for a slightly
higher value of τ the situation becomes more rare. Since the total noise added
due to this extra swapping is almost negligible, it is not considered in the the-
oretical computation of noise. There is an obvious trade off between payload
and embedding noise. For a relatively higher payload, embedding noise would
be relatively high. However when the block size is greater than two, the choice of
pixels used for swapping can be possible. This adaptiveness makes the APSSA
scheme more secure than PSSA [6] scheme reducing the embedding noise. A
step by step algorithm is given below:

2.1 Embedding Algorithm

Algorithm. Adaptive Pixel Swapping based Steganographic Algorithm
(APSSA)
Input: Cover Image I, Secret Bit Sequence S, present secret bit is represented
by Spresent

Input Parameters: Shared secret seed for generating pseudorandom sequence,
Threshold (τ)
Output: Stego Image Is

1. The Cover image I is divided into non over lapping blocks of N pixels.
2. Blocks are arranged with a pseudorandom sequence using the shared secret

seed.
3. For any block, (let kth block is denoted as Ik), a fixed block location is

determined. Let it be denoted by Ik(α). Another two block elements are
defined as Ik(β) and Ik(γ) where β = argmaxm∈IK (IK(m) < μk) and
γ = argminm∈IK (IK(m) > μk) where μk is the mean of the block Ik and
IK = Ik − Ik(α). Let the variable done act as a flag denoting, whether the
block is used for embedding or not.

4. done = 0

if 0 < |Ik(α) − μk| < τ
if ( Spresent == 0)

if Ik(α) > μk)
swap (Ik(α), Ik(β))
if |(Ik(β) − μk)| > τ

done = 0;
else

done = 1;
else

done = 1;
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else
if Ik(α) < μk)

swap (Ik(α), Ik(γ))
if |(Ik(γ) − μk)| > τ

done = 0;
else

done = 1;
else

done = 1;
if done == 1

spresent=next secret bit

5. Next block is taken and repeat steps 3 and 4 until either the secret sequence
(S) is exhausted or all embedding blocks have been used.

6. Using above steps elements of S embedded into I to get stego image Is.

End. Adaptive Pixel Swapping based Steganographic Algorithm (APSSA)

2.2 Extraction Algorithm

The extraction algorithm is quite simple. The pseudorandom sequence of blocks
is regenerated at decoder with the help of the shared secret seed. A block (say
Ik) is not considered for extraction if |Ik(α) − μk| ≥ τ or |Ik(α) − μk| = 0.
Otherwise, for any block if Ik(α) > μk, the corresponding secret bit is recovered
as 1 and 0 if Ik(α) < μk. Bit stuffing is used to distinguish between secret
sequence and terminator string.

3 Experimental Results

3.1 Reduction of Additive Noise

The main goal of the proposed APSSA scheme is to reduce the additive noise
due to the embedding and restoration process of the embedding. In Figure 1,
PSNR between cover and stego images are shown for both the PSSA [6] and
the APSSA scheme. The experiments are done on 100 randomly chosen images
from a never compressed image dataset UCID [4]. In Figure 1, it is observed
that the PSNR between cover and stego images of the proposed APSSA scheme
is relatively higher than that of PSSA [6] scheme which implies the reduction of
additive noise due to adaptive modification.

3.2 Security against Blind Steganalysis

The main drawback of the PSSA [6] algorithm is that it added a substantial
amount of extra additive noise during restoration process compared to the algo-
rithms similar to the LSBM .
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Fig. 1. Comparison of PSNR between Proposed APSSA and PSSA [6] Scheme

For testing the performance of the APSSA algorithm, experiments are con-
ducted on a data set of two thousand test images which were divided into two
equal sets of one thousand cover images and one thousand stego images. 1000
never compressed images are taken from the UCID [4] as cover images and 1000
stego images are generated using the APSSA algorithm. In these experiments, a
block with four pixels is used. It is experimentally found that the payload for the
bigger blocks are very less and is mostly undetectable. To evaluate the stegano-
graphic security using the proposed scheme, Area under the Receiver Operating
Characteristic Curve (AROC) and the Detection accuracy (Pdetect) [5] which is
computed using equations 5 and 6 have been used as the evaluation metrics.

Pdetect = 1 − Perror (5)

Perror =
1
2
× PFP +

1
2
× PFN (6)

where PFP , PFN are the probabilities of false positive and false negative respec-
tively. A value of Pdetect = 0.5 shows that the classification is as good as random
guessing and Pdetect = 1.0 shows a classification with 100% accuracy.

For the evaluation of the proposed APSSA scheme, Wavelet absolute mo-
ment (WAM) steganalyzer [3] is considered as steganalytic attack. In Figure 2,

(a) Emb. rate 0.10 bpp (b) Emb. rate 0.225 bpp

Fig. 2. ROC plot for comparing between APSSA and PSSA [6] against WAM
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it is shown that proposed APSSA scheme is relatively less detectable than the
PSSA scheme [6] against WAM at the same embedding rates using never com-
pressed image dataset as cover image source. Since, the histogram of the image
is kept intact during embedding, proposed adaptive improved scheme remains
undetectable against any histogram based spatial domain steganalytic attacks
similar to the PSSA scheme [6].

4 Conclusion

In this paper, an adaptive improvement over PSSA algorithm [6] is proposed
by incorporating a block based local adaptive threshold such that the amount
of additive noise can be controlled adaptively using block image statistics. We
have experimentally shown that the enforced adaptiveness makes the scheme
more secure than its non adaptive version (PSSA) against additive noise based
steganalyzers while it maintains same performance as PSSA against targeted
attacks since image histogram is kept intact during embedding.
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Abstract. Over the last few years, gait recognition has become an active
area of research. However, one of the shortcomings is lack of a method
for quantifying occlusion in scenes used for capturing gait of individuals.
Occlusion can occur primarily because of two reasons. Firstly, movement
of certain body parts of a human being occludes some other body parts of
the same human, which is called self occlusion and secondly, occlusion of
the body parts caused by some other human being. The objective of this
paper is to quantify occlusion of different parts of the human body using
Hidden Markov Model (HMM) and classify the scene of occlusion as one
of the three cases of occlusion, namely, self occlusion (single individual
moving), occlusion in a crowd moving in same direction and occlusion
due to movement of human beings approaching from opposite direction.
We train one HMM for each body part relevant for gait recognition. An
HMM is a statistical representation of probability distribution of a large
number of possible sequences and in the current context these are the
sequences of frames extracted at regular interval from a given video. The
steps involved in achieving the objective are feature extraction, HMM
training and finally the classification or hidden state generation.

Keywords: Occlusion, Gait Recognition, Body Part, HMM.

1 Introduction

One of the most active research areas in computer vision, human gait recognition
broadly deals with detecting, tracking and identifying people from a sequence
of images. Gait recognition has attracted great interest due to its promising
applications in visual surveillance, with the added advantage of not requiring any
active participation of the subject whose gait is under consideration. Even low
end cameras with very low resolution provide adequate accuracy in recognition.
However, occlusion handling still remains an area of concern [8].

Other than human gait recognition, a number of algorithms have been pro-
posed for tracking and motion detection [9, 4]. But none of them quantify oc-
clusion. In this paper, we propose a method for quantifying occlusion by using
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HMM. HMM has been used successfully for speech recognition [5, 6] and hand-
written word recognition [3]. The availability of sequential information in frames
extracted from a video makes HMM an obvious choice for classifying the video
into any desired class. Here we use HMM for classification of a given video into
three classes based on the degree of occlusion. These classes are (i) self occlusion,
i.e., a single human walking, (ii) occlusion in a crowd moving in same direction
and (iii) occlusion due to movement of human beings approaching from opposite
direction.

The primary aim of most of the researches on occlusion has been to iden-
tify occlusion while dealing with detection and tracking algorithms [4, 10, 7, 1].
Tracking methods can track individuals in image sequences, but real-world sce-
narios of crowded street scenes still pose a serious challenge for these methods
because of occlusion during tracking. However, the focus on quantifying occlu-
sion or to use occlusion as a tool has been negligible. We propose a method for
quantifying occlusion and to use it for classification of the scene of occlusion.
Until recently, the approximate reconstruction of scene of occlusion has been
based on the knowledge of articulation. It is felt that knowledge of articulation
along with the quantity of occlusion and scene of occlusion can result in a better
approximation.

2 Elements of the Proposed HMM

States - A discrete HMM is characterized by a set of N hidden states, a set
of M distinct observation symbols per state, state transition probability matrix
A = {aij}, observation symbol generation probability matrix B = {bj(k)} and
initial probability distibution matrix π = {πi} [5].

Although states are hidden in an HMM, there is some physical significance
attached to them. Moreover, the number of states also affects the cost of com-
putation of the solutions to the problems addressed by HMM. The number of
states and the number of HMMs required to achieve the overall objective are
closely linked. Therefore, after careful consideration, we propose six HMMs, one
for each body part, namely, two hands, two legs, one torso and one head.

For states of each HMM, we divide each body part into four segments, i.e., a
band of 25% coverage vertically and consider occlusion of combinations of each

(a) 1 band: state
1-4

(b) 2 bands: state
5-10

(c) 3 bands: state
11-14

(d) 4 bands: state
15

Fig. 1. Different HMM states corresponding to Left Leg of a human being
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of these four bands as a state. Thus, at any given instant of time, the state
can be occlusion of one of the four bands, or any combination of two bands out
of four, or any combination of three bands out of four, or all the four bands
or none of the four bands. Hence, the number of states (N ) is 16. These states
corresponding to occlusion of the left leg of a walking human being are explained
with the help of images shown in Fig. 1. Similar state definitions are used for
the other body parts.

For example let’s consider the occlusion of left leg of a human being. We divide
the leg into 4 segments and denote the occlusion of the lowest segment which
includes foot, ankle and part of shinbone as state-1 and as we move up the leg,
occlusion of the segments are numbered sequentially as state 2, 3 and 4. This is
explained with the help of Fig. 1a where the segments are clearly marked, and
state-1 is marked precisely. As explained above, Fig. 1a represents occlusion of
one of the segments out of the four. We denote occlusion of combination of any 2
segments out of the 4 as states 5 to 10, i.e, occlusion of segment-1 + segment-2 =
state-5, segment-1 + segment-3 = state-6 and so on. This is explained with the
help of Fig. 1b where state-6 is marked precisely. Similarly, we denote occlusion
of combination of any 3 segments as states 11 to 14 which is explained with
the help of Fig. 1c where state-12 is marked precisely. We denote occlusion of
combination of all the 4 segments as state-15 which is explained with the help of
Fig. 1d and occlusion of none of the segments, i.e, when the entire leg is clearly
visible as state-16.

Observation Symbol - For choosing observation symbol, color and shape in-
formation as proposed in [2] could be used. However, use of these observation
symbols requires comparison with the original image, which may lead to false
positives if the occluding object is of the same color or shape. We propose visi-
bility of three reference points of different body parts as one observation vector
for the HMM of that particular body part. These reference points are tabulated
as follows -

Body Part Reference Point Body Part Reference Point

Hand
Shoulder Joint Neck
Elbow Torso Belly
Finger Tip Lower Back

Leg
Hip Joint Top of Head
Knee Head Nose
Tip of Toe Neck Joint

Corresponding to each reference point in each part, an observation vector is
prepared depending on the visibility of the reference point. A ’1’ corresponds to
visibility of that part and a ’0’ corresponds to lack of visibility of that part. For
example, if the visibilities for Shoulder Joint, Elbow and Finger Tip correspond-
ing to a hand at any time t are respectively visible, not visible and visible, then
the observation vector for that hand will be ’101’. Different observation symbol
vectors are explained with the help of images shown in Fig. 2.
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(a) Observation Symbol
Vector ’001’

(b) Observation Symbol
Vector ’011’

(c) Observation Symbol
Vector ’100’

Fig. 2. Different Observation Symbol Vectors for the Left Leg

Parameters - For determining initial parameters of an HMM, the following
quantities are computed:

aij =
No. of concurrent occurrences of state Si at time t and state Sj at time t+1

No. of occurrences of state Si for all time T
(1)

bj(k) =
No. of concurrent occurrences of state Sj and observation symbol vk

No. of occurrences of state Sj

(2)

Initially, we take all the states to be equiprobable and hence π is a vector having
1/16 as all its elements. For reestimating these parameters we follow the EM
algorithm explained in [5].

3 Experimental Setup

In order to evaluate the feasibility of the proposed method we use Matlab for
extracting frames from a video at regular intervals of time, extract the feature
vectors, and use Kevin Murphy’s HMM tool box for training HMMs for different
parts of the body under different scenes of occlusion.

Training - For training the scene of crowd, a group of two, three, four and
five persons were made to walk in a group and the feature vectors for the body
parts of the second and the third person away from the camera were taken for
training. The feature vectors for the body parts of the first person of some of
the sequences were used to train the HMM for a single person walking. This was
done because there is no occlusion between the camera and the first person and,
hence, he can be treated as one possibly with only self occlusion. As the first
step, every fifth frame from the video was extracted for HMM training.

For building the observation vector, the input was taken sequentially for the
reference points of every frame where a left click was symbolized as ’1’ and a right
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click was symbolized as ’0’. If a reference point was not visible, an approximate
point was clicked where the reference point was expected to be present. This was
done to input the coordinates of the particular body part which influences the
extent of body part occluded, and determine the corresponding hidden state for
training the HMM. The coordinates were taken by clicking at the extremities of
occlusion of the body parts and the states were determined by comparing the
extent of occlusion from the coordinates. In certain frames, some portions of
the body parts were out of the frame, and were assumed to be occluded. Input
for them could not be provided automatically since they were out of frame and
hence the states for these frames were input manually.

Re-estimation of the parameters was done using five iterations of EM algo-
rithm. Log likelihood of the model using the parameters after the fifth iteration
was calculated and the parameters along with the log likelihood were saved.

Classification - Observation vector for the given video was built and log likeli-
hood (LL) was calculated for all the three classes using the corresponding learnt
parameters. The video was identified as the class with the closest LL.

Sequence Generation - For sequence generation, parameters of the identified
class are taken and Veterbi algorithm as explained in [5] is used to trace back
the hidden states.

4 Experimental Results

We performed experiments on video sequences recorded by our group. The clas-
sification results of eighteen sequences comprising of six sequences for each of
the three classes are represented in the following confusion matrix.

Crowd Opposite Direction Single Individual
Crowd 6 - -

Opposite Direction 2 3 1
Single Individual 1 2 3

The rows of the above matrix represent the actual sequences which were used
as input and the columns represent the output of the trained HMM. From the
above matrix it can be seen that the classification for all the six crowd sequences
given as input were classified correctly while out of the six sequences of people
crossing from opposite direction three were correctly classified and of the six
sequences of single individual again three were correctly classified.

For sequence generation, we take 20 frames from each of the 18 sequences.
Out of the 18 sequences, 12 sequences had an accuracy of 75% or more, i.e.,
these sequences had at least 15 frames depicting correct state of occlusion.

5 Conclusion

Tracking of people has been the focus of most researchers working with gait as
a biometric tool and approximate reconstruction of scene of occlusion with prior
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knowledge of articulation. But knowledge of articulation along with the quantity
of occlusion and scene of occlusion can help in better approximation.

In this paper we have presented a scheme for classification of the type of
occlusion and quantifying occlusion using hidden Markov model. It takes into
account the visible parts of the human body and the states based on occlusion
of a band of certain percentage of the body part. The accuracy of the model
can be increased by refining the states to smaller bands, i.e., 5% or 10% of the
body part. But in that case, the number of states and hence computing cost will
increase. The observation symbol can also be further refined to be six reference
points instead of three per body part. However, the number of training samples
required for that will also go up.
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Abstract. The objective of this paper is to generalize the concept of
topological space so that concepts of approximation spaces like Rough
set, Pre-topological space, Approximation spaces generated by arbitrary
relation etc. including topological space can be study by a single space.
Here we considered a non-empty set X with two unary operators i and c
on the power set ℘(X) called respectively the interior and closure opera-
tors with some conditions on the operators. We will call the order triplet
(X, i, c) an Interior-Closure Topological space or Simply IC-Topological
space. In this paper we will discuss some applications of such spaces in
real life problems.

Keywords: Topological Spaces, Incomplete information system.

1 IC-Topological Spaces

In the theory of different types of ”Approximation spaces” like Rough set ap-
proximation space, Pre-topological space, Approximation by covering, Approxi-
mation spaces generated by a relation etc., the interior/lower approximation and
closure/upper approximation of subsets may not be the interior and closure of
the subsets with respect to a topology on the set. In this paper we will generalize
the concept of topological space so that all these concepts can unified in a single
space or its weaker space. This type of newly defined space can be useful in
the study of ”Approximation spaces” and also a useful tool in the the solution
of real life problems like - diagnosis, data compression etc. by establishing soft
computing techniques.

Definition 1. Let X be a non-empty set, we consider two unary operators i and
c on ℘(X), i.e. we consider two operators i : ℘(X) → ℘(X) and c : ℘(X) → ℘(X)
satisfying the following conditions:

1. For any A⊆X, i(A)⊆c(A) or simply i⊆c.
2. i2 = ii = i and c2 = cc = c
3. i and c are monotone increasing, i.e. if A⊆B⊆X then i(A)⊆i(B) and

c(A)⊆c(B)
4. c(∅)=∅ , i(X)=X
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The unary operators i and c are respectively called a interior operator and a
closure operator on X and the order triplet (X, i, c) is called a interior-closure
topological space or simply IC-topological space.

For any A⊆X we will say i(A) is the lower approximation of A and c(A) is
the upper approximation of A in the IC-topological space (X, i, c).

If we omit the condition (1), then the order triplet (X, i, c) is called quasi-IC-
topological space or qIC-topological space; if we omit the condition (2) only, then
the order triplet (X, i, c) is called pseudo IC-topological space or pIC-topological
space and if we omit both the conditions (1) and (2), then the order triplet (X,
i, c) is called quasi-pseudo-IC-topological space or qpIC-topological space,

For a IC-topological space (or qIC or pIC-topological space) (X, i, c) a subset
U⊆X is called an open set if i(U)=U and a subset F⊆X is called a closed set if
c(F)=F. It is easy to see that the whole set X is an open set and the empty set
∅ is a closed set.

Example 2. (i) Any topological approximation space (℘(X), O(X), C(X), l, u)
induced from a topological space (X, B) (see Cattaneo[1]), (X, l, u) is an IC-
Topological space. We can also in similar way generate IC-topological space
taking a supra topological space in the above approximation space.

(ii) If int and cl are interior and closure operator on a a non-empty set X (see
Zhu [10]) then (X, int, cl) ia an IC-topological space.

(iii) Let R be relation on a non-empty set X, for each x∈X we define
Rx={y∈X:xRy}. We define unary operations i and c on the power set ℘(X) as: for
any subset A of X we define i(A)={x∈X:Rx ⊆A} and c(A)={x∈X:Rx∩A�= ∅}.
It is very easy to see that (X, i, c) is a qpIC topological space.

(iv) For any rough set approximation space (X, R) generated by an equivalence
relation R on X (see Pawlak[6]), if − and − be the lower and upper approximation
operators respectively, then (X, −, −) is an IC-topological space.

(v) If (℘(X), ∩, ∪, ∼, L, H) is a rough set algebra (see Yao[9]), then (X, L,
H) is a qpIC-topological space.

(vi) For a pre-topological space (X, ε, κ) (see Pagliani and Chakraborty[5]),
if I and C are corresponding κ-interior and ε-closure operator respectively then
(X, I, C) is a IC-topological space.

Some properties of the IC-topological spaces are listed below, the proofs are
easy forward, so proofs are omitted

Theorem 3. For a IC-topological space (X, i, c), for any A, B⊆X,
i(A∩B)⊆i(A)∩i(B) and c(A)∪c(B)⊆c(A∪B)

Theorem 4. For a IC-topological space (X, i, c), for A∈X, i(A) contains every
open set contained in A and c(A) is contained in every closed set containing A
or in other word ∪{U: U∈ OO(X) and U⊆A} ⊆i(A) and c(A)⊆ ∩{F: F∈ C(X)
and A⊆F}.
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Theorem 5. For a IC-topological space (X, i, c) for any A⊆X the conditions
i(X - A)=X - c(A) and c(X - A)=X - i(A) are equivalent.

Definition 6. A IC-topological space (X, i, c) is said to be

(i) proper if for any A⊆X, i(A)⊆A⊆c(A),
(ii) with duality if for any A⊆X, i(X - A) = X - c(A).

Example 7. The IC-topological space generated by a rough set approximation is
a proper IC-topological space with duality.

Theorem 8. For a IC-topological space (X, i, c) with duality,

(i) for any A⊆X the conditions (i) i(A)⊆A and (ii) A⊆c(A) are equivalent.
(ii) U⊆X is open iff X - U is closed.

2 Application in Soft Computing When the Information
from the Data Is Incomplete

IC-topological spaces can be use to apply in such problem like prediction, data
compression etc which will be discussed in this section. Here the problems are
associated with the decision with incomplete information. Before going to apply
IC-topological spaces in these type of problems, let us first know the definition of
incomplete information system. Following Shao[7], Cattanio[1], Kryszkiewicz[2]
we define an incomplete information as:

Definition 9. An Incomplete information system (IIS) is a structure K=(X, Att,
Val, F ) where

(i) X is a non-empty set called the sample space,
(ii) Att is a non-empty set called the set of attributes,
(iii) Val={Y, N} called the set of values of attributes associated with the

members of X (Y=Yes, N=No), and
(iv) F= { fa : a∈Att } is a set of mappings called the attributive decision

functions defined as: for each a∈Att there exists a non-empty subset Xa ⊆X
such that fa : Xa → Val.

If Xa=X for each a∈Att the information system K=(X, Att, Val, F ) is said to
be complete(CIS).

Now let us assume that for each a∈Att there exists x∈Xa such that fa(x)=Y
and for each x∈X, ∃ a∈Att such that x∈Xa with fa(x)=Y. us define two operators
s : Att → ℘(X) and m : Att → ℘(X) as

s(a)={x∈ : fa(x)=Y}, m(a)={x∈ : fa(x)=Y}∪(X-Xa)
We will say s(a) is the set having attribute ”a” surely and m(a) is the set

having attribute ”a” possibly, but no one outside m(a) has the value of the
attribute ”a” ”N”.

Let us define attributes ”1” and ”0” and consider the information system
K=(X, Att/, Val/, F/) where Att/=Att∪{0, 1} and Val/=Val∪{f0, f1} and
X1=X=X0, the attribute of possibly any one of the attribute that f1(x)=Y
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and f0(x)=N for each a∈X. So s(1)=X=m(1) and s(0)=∅=m(0). We can say
attribute ”1” is characterized as: for each x∈X ”1” is the attribute having at
least any one of the attribute from Att with ”Y” and ”0” is characterized as: for
each x∈X ”0” is the attribute having all the attribute from Att with ”N”.

Again we define two operators i : ℘(X) → ℘(X) and m : ℘(X) → ℘(X) as
i(A)=∪{s(a): a∈Att/ and s(a)⊆A}
c(A)=∩{m(a) : a∈Att/ and A⊆m(a)}
It is easy to see that i(A)⊆A⊆c(A).

Theorem 10. (X, i, c) is a IC-topological space.

Proof. 1. i⊆c follows from the definition of i and c.
2. For A⊆X, i(A)⊆A, so ii(A)⊆i(A). Let x∈i(A), so x∈s(a)⊆A, so

x∈s(a)⊆i(A), i.e. x∈ii(A), so ii=i.
For A⊆X, A⊆c(A), so c(A)⊆cc(A). Let x∈cc(A), so x∈m(a) for any a∈Att/

with c(A)⊆m(a), now for any a∈Att/ with A⊆m(a) ⇒ c(A)⊆m(a), but x∈m(a),
i.e. x∈c(A), so cc=c.

3. i and c both are monotonic according to the definition of i and c.
4. s(1)⊆X so i(X)=X, ∅⊆m(0) so c(∅)=∅.

Hence (X, i, c) is a IC-topological space.

We define two operators I : ℘(X) → ℘(X) and C : ℘(X) → ℘(X) as

I(A)=∪{s(a): a∈Att and s(a)∩A�= ∅}
C(A)=∪{m(a) : a∈Att and m(a)∩A�= ∅}
It is very easy to see that:

Theorem 11. (X, I, C) is a pIC-topological space.

We again define two operators ι : ℘(X) → ℘(X) and ε : ℘(X) → ℘(X) as

ι(A)=∪{s(a): a∈Att and s(a)⊆A}
ε(A)=∪{m(a) : a∈Att and m(a)∩A�= ∅}
It is also very easy to see that:

Theorem 12. (X, ι, ε) is a pIC-topological space.

For any IIS we can generate different types of approximation spaces as IC-
topological spaces as in Theorem10-12.

2.1 A Model of Decision Making When the Information from the
Data Is Incomplete

Let S be a set or universes of elements with large numbers of objects and {a1, a2,
...,an; b1, b2, ...,bm}, be n+m attributes. Let us say ak’s are symptom attributes
and bj ’s are decision attributes. The information is that all the members of S
having at least one attribute with value ”Y” and also the information is incom-
plete. Now the problem is: we are to decide if we pick up an object of S say ”x”
and observing the symptom attributes of ”x” we are to decide which decision
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attribute is the concluding decision for ”x”. Another problem is if we select a
subset W of S, then which decision attribute is corresponding to W.

For this let us take a subset X of S of suitable size and consider the IISs (X,
Att(A), Val, F (A)) and (X, Att(B), Val, F (B)), where

Att(A)={a1, a2, .......,an}
Att(B)={b1, b2, .......,bn}
We now construct the IC-topological spaces (X, iA, cA)) and (X, iB , cB))

according to Theorem10, qIC-topological spaces (X, IA, CA)) and (X, IB , CB))
according to Theorem11, (X, ιA, εA)) and (X, ιB , εB)) according to Theorem12.

2.1.1 Decision Model
For example let {a1, a2, .... ,ak} be a set of attributes corresponding to ”x”, now
we are to decide whether ”x” has the decision attribute bj or not. For this we
can apply the following method:

Let (I) s(a1)∩s(a2)∩ .... ∩s(ak)⊆s(bj) and (II) m(a1)∪m(a2)∪ ....
∪m(ak)⊇m(bj), i.e. if some one having the attributes a1, a2, .... , ak surely
is surely with the attribute bj and if some one have the possibility of the deci-
sion bj then it have the possible attributes a1, a2, .... , ak, some or all but no
need of more attributes for possibility of bj .

Here we will conclude that ”x” has the decision attribute Bj . If the collection
{a1, a2,..... ,ak} is a smallest collection to hold the above conditions, we say that
with the least symptom attributes {a1, a2,.... ,ak} an element has the decision
attribute bj . We will say {a1, a2, ...,ak} is a LSDAC (Least Symptom Decisional
Attribute Class) for bj .

2.1.2 Decision Model
Let W be any subset of S and we are to decide which decision attribute should
be associate with W. For that we consider the following method:

Let U=W∩X, if 1. iA(U)⊇s(bj) and 2. cA(U)⊆m(bj), i.e. 1. any one having the
decision attribute bj surely then it has at least one or more attributes surely,
whose surety is (are) only seen in the class U is and 2. if any one have the
possibility of the common symptom attributes that are possibly common to all
the members in the class U, have the possibility of the decision attribute bj .
Here we will decide that bj is a decision attribute corresponding to Y.

If we replace the space (X, iA, cA) by (X, ιA, εA) then the conclusion obtained
can be treated as stronger conclusion than the above and if replace by (X, IA,
CA) then the conclusion can be treated as weaker conclusion than the above.

We can revert the role of symptom attribute and decision attributes in above,
we can find the cause of a single symptom attribute in multiple decision at-
tributes.

Example 13. Here we are going to see how the above model can be applied in Hos-
pital Management. Here the example is only for example not on actual data or
medical fact, this example is only to understand the application of above method.



316 S. Bhowmik

Let in a hospital from some patients we have the following informa-
tion(recorder data):

Patient Fever(a1) Headac.(a2) Indg.(a3) Cough(a4) Flue(b1) Stom.Inf.(b2)
x1 Y Y Y Y Y Y
x2 Y Y N Y Y ?
x3 ? N N ? Y N
x4 N N N Y ? N
x5 N Y ? ? N ?

Here the symptom attributes are {a1, a2, a3, a4} and decision attributes are
b1 and b2. Now,

X={x1, x2, x3, x4, x5}
s(a1)={x1, x2}, m(a1)={x1, x2, x3}
s(a2)={x1, x2, x5}, m(a2)={x1, x2, x5}
s(a3)={x1}, m(a3)={x1, x5}
s(a4)={x1, x2, x4}, m(a4)=X
s(b1)={x1, x2, x3}, m(b1)={x1, x2, x3, x4},
s(b2)={x1}, s(b2)={x1, x2, x5}.
Obviously s(0)=∅ and m(1)=X.
Now the collection {a1, a4} is the LSDAC for the decision, since (I) s(a1)∩s(a4)

⊆ s(b1) and (II) m(a1)∪m(a4) ⊇ m(b1).
Now we can decide that if a person coming to the hospital with symptoms

”Fever” and ”Cough” then we will make a decision that the patient is with
”Flue”. In this case the patient can say that he has the problem of ”Headache”
or ”Indigestion” or not. For example if a patient comes with the symptoms {a1,
a2, a4} then it is easy to see that the corresponding decision is also ”Flue”. Here
{a1, a4} is a LSDAC for ”Flue(b1)”.

Similarly {a1, a3} is a LSDAC for ”Stomach Infection(b2)”.
Again Let U={x1, x2} is the portion of a community say ”T” of the region

(T is a specific subset of the population of the region of the hospital). Now,
i(U)=s(a1)∪s(a3)={x1, x2} and c(U)=m(a1)∩m(a2)∩m(a4)={x1, x2}. We see
that i(U)⊇s(b2) and c(U)⊆m(b2).

Now we can make a decision that the disease b2 is generally confined in
the community ”T” and if a patient come from the community ”T” and if he
suffering from the b2 then we can suspect whether this infection comes from his
community or not and if he is not ill or we can expect the possibility of the
infection b2 due to his community(in case of communicative disease).

2.2 Decision of Change of Set of Attributes

Let S be a population and A={a1, a2,.....,an} and B={b1, b2,......,bm} be two set
of attributers in two different stages, A is initial stage and B is the final stage.
The information is all the members of S having at least one attribute from the
two sets of attributes. Now the problem is: we are to decide whether the initial
attributes changed to the final attributes or not. Let X be a sample of suitable
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size from the population, but the sample having with incomplete information
regarding the attributes we construct the IC-topological space (X, iA, cB) with
the set of attributes A and (X, iB , cB) with the set of attributes B.

2.2.1 Decision Model
If (1) U is open in (X, iB, cB) then U is open in (X, iA, cA) and (2) F is closed
in (X, iB , cB) then F is closed in (X, iA, cA) holds, i.e. (1) if for any subset B́
of B ∃ a subset Á of A such that if any element of X has one or more attributes
form B́ surely in final stage ⇔ it must had one or more attributes from Á surely
at initial stage and (2) for any subset B̀ of B ∃ a subset À of A such that if any
element of X has the possibility all the attributes from B̀ finally ⇔ it had the
possibility of all the attributes from À initially.

In this case we will make a decision that the set A of attributes is changed to
the set of attributes B.

2.2.2 Decision Model
We will say the set of attributes A and B are mutually dependent if U⊆X is
open(closed) in (X, iA, cA) iff U is open(closed) in (X, iB , cB).
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Abstract. In the present work the searching capability of Genetic Algo-
rithms (GAs) is exploited to evolve suitable Hopfield type neural network
architectures for optimum change detection of multitemporal remotely
sensed images. Experiments carried out on two remote sensing images
confirm the effectiveness of the proposed technique.

Keywords: Change detection, Hopfield type neural network, Genetic
Algorithm, Remote sensing, Multitemporal images.

1 Introduction

In remote sensing applications, change detection is the process of identifying
differences in the state of an object or phenomenon by analyzing a pair of im-
ages acquired on the same geographical area at different times [1]. Two pre-
processed images, radiometrically and geometrically [2] corrected, are compared
pixel by pixel to generate a third image, called the difference image. Once im-
age comparison is performed, the change detection process can be carried out
by adopting either context-insensitive or context-sensitive procedure. Commonly
used context-insensitive techniques are based on image or histogram threshold-
ing which do not take into account the spatial correlation between neighboring
pixels in the decision process. To overcome this limitation, a distribution free,
context-sensitive and unsupervised change detection procedure based on Hop-
field network is suggested in [3].

In the aforementioned neural network based change detection procedure [3],
each spatial position (pixel) in the difference image is represented by a neuron
in the Hopfield network and it is fully connected to its neighboring neurons.
But sometimes full connectivity may result in misclassification of a pixel. It is,
therefore, necessary to deal with variable connected networks for improving the
quality of the change detection map. In this article the searching capability of
GAs is exploited to evolve Hopfield type optimum neural network architectures
for context-sensitive unsupervised change detection in multitemporal remotely
sensed images.

S.O. Kuznetsov et al. (Eds.): PReMI 2011, LNCS 6744, pp. 318–323, 2011.
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2 Hopfield’s Model of Neural Networks

A Hopfield neural network consists of a set of neurons where output of each
neuron is fed back to each of the other neurons in the network. There is no
self feedback loop, and the synaptic weights are symmetric. Depending on the
output values a neuron can take, there are two types of Hopfield models: discrete
and continuous.

2.1 Discrete Model

In the discrete model, neurons are bipolar i.e., the output Vi of neuron i is either
+1 or −1. Hopfield defined the energy function of the network [4] as

E = −
z∑

i=1

z∑

j=1,i�=j

WijViVj −
z∑

i=1

IiVj +
z∑

i=1

θiVi , (1)

where the weight Wij represents the synaptic interconnection strength from neu-
ron j to neuron i, and z is the total number of neurons in the network; θi is the
predefined threshold and Ii is the initial input bias applied externally to the
neuron i. The change of energy ΔE due to a change of output state of a neuron
i by ΔV is

ΔE = −
⎡

⎣
z∑

j=1,i�=j

WijVj + Ii − θi

⎤

⎦ΔVi = − [Ui − θi] ΔVi. (2)

Any change in Vi makes ΔE negative. At each iteration, the energy value
decreases and the network reaches a stable state when its energy value reaches
the minimum [4].

2.2 Continuous Model

In this model, the output of a neuron is continuous and Vi lies in the range
[−1, +1]. The energy function E of the continuous model is given by

E = −
z∑

i=1

z∑

j=1,i�=j

WijViVj −
z∑

i=1

IiVj +
z∑

i=1

1
Ri

∫ Vi

0

g−1(Vi)dv. (3)

The function E is a Liapunov function, and Ri is the total input impedance
of the amplifier realizing a neuron i. The last term in (3) is the energy loss term,
which becomes zero at the high gain region. Therefore, the only stable points
of the very high-gain continuous deterministic Hopfield model correspond to the
stable points of the discrete stochastic Hopfield model [4].
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3 Change Detection Based on Modified Hopfield Neural
Network Architecture

For change detection of two coregistered and radiometrically corrected multi-
spectral images X1 and X2 of size p× q, acquired over the same area at different
times T1 and T2, at first the difference image D = lmn, 1 ≤ m ≤ p, 1 ≤ n ≤ q
is obtained by applying the CVA technique [1,2], where lmn is the gray value
of the spatial position (m, n). A neuron is assigned to each (m, n) ∈ D as
introduced in [5]. The spatial correlation between neighboring pixels is mod-
eled by defining the neighborhood systems N of order d, for a given position
(m, n) as Nd

mn = (m, n) + (u, v); (u, v) ∈ Nd. The connection strength between
the (m, n)th and (u, v)th neurons Wmn,uv = 1 if (u, v) ∈ Nd

mn; otherwise,
Wmn,uv = 0. Each neuron in the network is initialized by external input bias
Imn which is computed considering the optimal initialization threshold t0 and
automatically derived initialization threshold t1 [3]. The energy function of the
network as defined in [5] is as follows

E = −
p∑

m=1

q∑

n=1

∑

(u,v)εNd
mn

Wmn,uvVmnVuv −
p∑

m=1

q∑

n=1

ImnVmn. (4)

In terms of images, the first part of (4) can be seen as the impact of the gray
values of the neighboring pixels, whereas the second part can be attributed to the
gray value of the pixel under consideration [5]. The minimization of (4) results
in a stable state of the network in which changed pixels (with output +1) are
separated from unchanged ones (with output -1).

4 Architecture Evolution Using GAs for Change
Detection

The connectivity of a neuron allows the neighborhood information to be used for
deciding the class of the corresponding pixel as changed or unchanged. In case,
some of the neighbors are not completely corrected (geometrically or radiomet-
rically) in the preprocessing step or the pixel is in boundary region, then full
connectivity (which considers maximum neighborhood information) may result
in misclassification of the said pixel. It is, therefore, necessary to adopt variable
connected networks for improving the performance of change detection. This will
also enable us to have less connectivity (i.e., less expensive network) as compared
to the fully connected one, besides the improved performance.

Here, each chromosome of a GA [6] represents a network architecture as it
is viewed in [7]. For a p × q image, each pixel (neuron) being connected to at
most k of its neighbors, the length of the chromosome is p × q × k. If a neuron
is connected to any of its neighbors, the corresponding bit of the chromosome is
set to 1, else 0. Each network is allowed to run for change detection as described
in the previous section. The energy value obtained at the converged state of
a network is taken as the index of fitness of the corresponding chromosome
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(minimum energy corresponds to maximum fitness) for its selection for the next
generation. The best chromosome of the final population represents the Hopfield
type optimum neural network architecture.

5 Results and Analysis

To assess the effectiveness of the proposed approach, we consider remote sensing
data sets corresponding to geographical area of Mexico which is made up of two
multispectral images acquired by the sensor of the Landsat-7 satellite in April
2000 and May 2002 (Figs. 1(a) and 1(b), respectively). Between the two afore-
mentioned acquisition dates, a fire destroyed a large portion of the vegetation
in the considered region. The corresponding difference image and the reference
map are shown in Figs. 1(c) and 1(d), respectively.

Fig. 1. Images of Mexico area. (a) Band 4 of the Landsat ETM+ image acquired
in April 2000, (b) band 4 of the Landsat ETM+ image acquired in May 2002, (c)
corresponding difference image generated by CVA technique, and (d) reference map of
changed area.

After analyzing the histogram of the difference image (DI) generated by CVA
technique, we observe that the highest peak is in the region of lower gray value. If
we consider the properties of the DI, a reasonable assumption can be as follows:
a pixel having lower gray value exhibits a high probability of being in unchanged
class, whereas a pixel with higher gray value has a high probability of being in
changed class. This implies that most of the pixels and their neighbors in the
lower gray value region belong to the same area i.e., unchanged area. Hence,
for this region maximum neighborhood information can be used for deciding a
pixel’s class. On the contrary, as nature of the neighbors of rest of the pixels is
unknown, use of maximum neighborhood information may lead to their misclas-
sification. So we initialize the population of GA in such a way that if a pixel has
lower gray value then the corresponding bits in the chromosome will be 1 with
the probability 0.9; otherwise, it will be filled up with 0s and 1s with equal prob-
ability. The population size is kept fixed to 50. The generational replacement
technique and elitist model are adopted here along with linear normalization
selection [6]. Multipoint crossover is implemented where number of cross-sites
is set to 1000 and crossover probability, pc, is set to 0.9. It is expected that in
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the final architecture we have more 1s than 0s because most of the pixels will
be connected with more than half of their neighbors to use the contextual in-
formation. So we carry out the experiment with two different sets of mutation
probabilities pm and pb to preserve 1s more than preserving 0s. We mutate the
bit 0 with the probability pm only, whereas bit 1 is mutated with probability
pm × pb. For second order connectivity, we have taken pm=0.01, pb=0.01. The
mutation probability, pm, is decreased to 0.001 in case of the first order connec-
tivity as the the length of the chromosome is much less in the first order than
in the second order. The network attains stable state around 350th and 200th

generations for the first and the second order connectivity, respectively.
In order to establish the effectiveness of the proposed technique, a comparison

is carried out between the change detection results produced by the proposed
GA based method and those using the Hopfield-Type neural networks (HTNN)
[3]. Results obtained using both the methods are put in Table 1. It shows that
the proposed model always produces less overall error (and a network with less
number of connections) as compared to the HTNN counterpart. Also, the second
order connectivity is found to be more effective than the first order.

Table 1. Change detection results obtained by the HTNN and the proposed technique

Figs. 2(a) and 2(b) depict the change detection maps produced by the HTNN
and the proposed technique, respectively for the first-order continuous model
with t1= 31. Figs. 2(c) and 2(d), respectively, show the change detection maps
obtained using the HTNN and the proposed technique for the second order
discrete model with t1= 27. A visual comparison points out that the proposed
approach, due to a proper exploitation of the contextual information, generates
a more smooth change detection map compared to the fully connected one.
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Fig. 2. Change detection maps obtained using (a) the HTNN technique, (b) the pro-
posed technique for first-order continuous model with t1= 31 and (c) the HTNN tech-
nique, (d) the proposed technique for second-order discrete model with t1= 27

6 Conclusion

Experimental results obtained on multitemporal data sets confirm the effec-
tiveness of the proposed GA based technique. The method always produces less
overall change detection error compared to the one achieved using HTNN model.
Additionally, the number of connections in the evolved network is always less
compared to the corresponding fully connected version.
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Abstract. This article presents the development of nanoparticles (NPs) with 
potentially useful size and shape dependent properties that have the advantage 
of ultra-fine size, high surface area and useful interfacial imperfections. When 
developing NPs as catalysts, their shape is very important. For a certain volume 
of material, nanoparticles make the best catalysts when they have a large 
surface area. It is a challenge to find the shape that has the largest surface area 
for its volume. The particle shape contours were measured by transmission 
electron microscope with high resolution. These TEM images are analyzed with 
image clustering techniques and generalized shape theory that results the 
computational indicators for shape, degree of atomic compactness and charge 
arrangement of NPs.   

Keywords: Fuzzy C-Means Clustering, Generalized Shape Theory & Metric, 
Nanomaterial, Nanoimaging, Nano Synthesis. 

1   Introduction 

Nanometer sized(1x10-9 to 100x10-9)particles are of today’s  interests because of their  
shape and size-dependent[1] physical properties. The chemical and physical properties  
of such aggregates, comprising only a few hundred atoms are in a transition region 
between the bulk and individual atomic or molecular properties. By understanding size 
and shape related changes in these systems, it is hoped that advanced new materials can 
be developed together with a raft of new technologies. Nanotechnology[2] may be 
defined as the development at the atomic, molecular and micro-molecular  levels in the 
length and scale of approximately 1-100 nanometer range, to provide  a fundamental 
understanding of phenomena and materials at the nanoscale and to create and use 
structures, devices and systems that have novel properties and functions because of their 
size and shape related properties.  NPs with potentially useful size and shape dependent 
properties have the advantage of ultra fine size, high surface area, useful interfacial 
defects and so are extensively utilized as key components in electronics and optical 
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devices, pharmaceutics, paints, coatings, superconductors, semi conductors. In fact the 
reproducible preparation of shape controlled particles using the popular colloid–chemical 
approach is difficult. Using in-process measurement techniques and particle image 
analysis, our research characterizes the synthesis of gold NPs improve compactness and 
sphericalness. This type of characterization helps the researchers in  shape and size-based 
spectral tuning, biological labeling, toxicity studies and suggest general protocols to 
address these problems.   

Imaging beneath the surface of a sample has always been a challenge to 
microscopy as they cannot be seen in the traditional sense, but that should not prevent 
us from visualizing the nanoworld. The main goal of Nanotechnology is to analyze 
and understand the properties of matter at the atomic and molecular level. Non-
destructive, nanoscale characterization techniques[3] are needed to understand both 
synthetic and biological materials. In this paper we propose a  new nanoscale  image-
based characterization techniques to analyze and synthesis nanoscale images that 
requires algorithms to perform image analysis under extremely challenging conditions 
such as low signal-to-noise ratio and low resolution. To achieve this, we developed an  
imaging tools that are able to enhance images [4], detect objects and features [5] and 
analyze particle size and shape[6]. Here we present the algorithms, describe their 
representative methods, and conclude with several promising directions of future 
investigation. Nano scale photograph processing  allows us to understand unique 
properties of matter at atomic and molecular level spanning a wide range of ap-
plications in areas such as nano-bio-medicine, nano-chip manufacturing, material 
sciences, nano-agri-biotechnologies and environmental toxicology[7-8]. 

2   Materials and Methods 

Thiol, aspartic acid, Citrate protected gold nanoparticles of different size and shape were 
synthesized in the laboratory. Transmission Electron Microscopy(TEM) and 
spectroscopy study for  Imaging and particle size distribution  of Gold NPs were 
performed to observe the  topology of the particles.  These images are processed by 
fuzzy logic based clustering techniques. Mean diameter and compactness are measured 
automatically through algorithms by counting pixels belonging to every clusters. 
Surface(S) to Volume(V) ratio was measure  considering the NPs are spherical in 
nature. Packing density is obtained by measuring the imperfections/defects from its 
segmented TEM images. Results are observed, compared with existing method and 
chemical measurement and manual counting.  

2.1   Nano Scale Image Data Clustering Using Fuzzy C-Means(FCM) 

TEM Image data of  Gold NPs  were (20nm ) classified using  fuzzy C-Means  
clustering [9-11] algorithm  to separate  the particle from its background, identify the 
defect and also the molecular arrangement inside the particle and developed an  
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iterative optimization procedure for classification. Let X = { 1X , 2X , … , 

nX } be a set of samples to be clustered into c classes. Here we consider color as a 

feature for classification in RGB (red, green, blue) color space.  The criterion function 
used for the clustering process is 

 

1

2

1

( )
k

n

k i
k x C

J V x v
= ∈

= −∑ ∑        (1) 

Where vi, is the sample mean or the center of samples of cluster i, and V = { v1, ... , 
vc}. To improve the similarity of the samples in each cluster, we can minimize this 
criterion function so that all samples are more compactly distributed around their 
cluster centers. Membership values (µ’s)  are assigned as per FCM algorithm.  

In summary, the c-means clustering procedure consists of the following steps: 
 

• S-1: Determine the number of clusters c. 
• S-2: Partition the input samples into c clusters based on an approximation. If no 

rule of approximation exists, the Samples can be partitioned randomly. 
• S-3: Compute the Cluster Centers 
• S-4: Assign each input sample to the class of the closed cluster center. 
• Repeat steps 3 and 4 until no change in J can be made and the algorithm 

converges. 
 
For cluster validity[11-12], we consider three  types of  measures : partition 

coefficient, partition entropy and compactness and separation validity function. 

2.2   Shape Based Image Registration of Gold NP’s 

The perception of shape has been used for pattern recognition, computer vision, shape 
analysis[13], and image registration. Here we proposed a generalized method of  
shape  analysis  and shape based similarity measures, shape distance and shape metric 
to measured the NPs shape. The shape of an object can be defined as a subset X in R2 
if  (a) X is closed and bounded, (b) Interior of X is non-empty and connected and  (c) 
Closure property holds on interior of X. This representation of shape remains 
invariant with respect to translation, rotation and scaling. Moreover another object Y 
in R2 is of same shape to object X ∈ R2 if it preserves translation, rotation and scaling 
invariance. In term of set these three transformations can be represented as  

Translation : Y = {(x + a),(y + b): x, y∈ X}                                             (2)  

Rotation : Y = {P1(α).P2(β)X} where P1 & P2 are rotation around x and y axes. 
               (3) 

Scaling : Y = {(kx, ky): x, y ∈ X}                  (4) 

Distance d1 between shape X and Y in F is defined as follows:  
d1(X,Y)=m2[(X-Y)∪(Y-X)]             (5) 
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where m2 is Lebesgue measure in R2 and d1 satisfies following rules: (i) d1(X,Y) ≥  0, 
(ii)  d1(X,Y) = 0 if and only if X = Y (iii) d1(X,Y) = d1(Y,X) and (iv) d1(X,Y) + 
d1(Y,Z) ≥ d1(X,Z.  We consider, two nano particles are of same shape if and only if 
one of the image is translation, Scaling and rotation of other.  
 

• Shape extraction and similarity measure 

To extract the feature of the boundary of the Region of Interest(ROI) it is helpful to 
represent the closed contour with a set of direction. The direction code may be taken 
among “n” selected points on the contour, which has same distance between any two 
consecutive points. The direction d makes an angle 45° with direction i, where real 
number d ∈1 to 8 and i = (1,2,..8). Let dm= (dij), j= 1 to n  where m = A, B are the 
contour starting from each reference point A and B and are denoted by dA and dB 
respectively. If d2 is a rotation of d1 then d2= d1 + γ for any real number γ. For all j we 
can write d2= d1 + γ ∀ j    and the distance function D, in terms of the direction code 
between the contour of interest and the model is defined as: 
 

                    n 
D(d1d2) =   ∑ min((d1jd2j),8 - (d1jd2j))                                 (6) 
                  J=1      

 

The normalized value of D is D/n and the shape similarity measure between the two 
shapes is given by μ = 1-D/n, smaller value of D indicates higher degree of similarity 
[13]. 

 

Fig. 1. Chain code representation 

3   Experimental Procedure and Results 

• Synthesis of thiol protected gold nanoparticle  

Aqueous solution of HAuCl
4
 is mixed with solution of ToABr in toluene. Vigorous 

stirring causes transfer of HAuCl
4
 into the organic layer. Dodecanethiol is added to 

the organic phase followed by addition of aqueous solution of NaBH4 is slowly added 
with vigorous stirring. Aqueous solution of sodium borohydride is slowly added with 
vigorous stirring. A deep brown coloured solution appears at the interface. Excess 
ethanol is added to the separated brown coloured solution and kept overnight which  
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causes precipitation of GNP. The ethanolic solution is filtered with nylon filter and 
the precipitate is re-dispersed in toluene 

• Synthesis of aspartic acid protected gold nanoparticle  

90 ml of 10-4M aqueous solution of chloroauric acid is prepared. The solution is 
heated up to boiling condition. 10 ml of 10-2M aspartic acid solution is added to the 
boiling solution. Aspartic acid acts as the reducing agent. The reduction process is 
continued under constant stirring. Heating is stopped. The reduction of the metal ions 
is evident with appearance of red color.  

• Synthesis of Citrate capped gold nanoparticle  

50 ml of 1mM aqueous solution of chloroauric acid is prepared. The solution is heated 
up to boiling under reflux condition. 5 ml of 1% tri sodium citrate dihydrate solution 
is added to the boiling solution. Sodium citrate here reduces the gold chloride. Stirring 
was continued until the color of the solution  gradually changed  from faint yellowish 
to clear to grey to purple to deep purple, and finally wine-red. Negatively charged 
citrate ions were absorbed onto the GNPs, introducing the surface charge that repels 
the particles and prevents them from aggregation. 

Table 1. TEM imaging, absorbance study, shape tracing  and size distribution of Gold 
nanoparticles 

Fig. 2. TEM image of 
thiol capped gold 

nanoparticle (3-5nm)

Fig. 3. Surface Plasmon 
Resonant (SPR) Peak of 

thiol capped gold 
nanoparticle 

Fig. 4. TEM image of 
aspartic acid coated gold 

nanoparticle

Fig. 5. SPR  spectra of aspartic 
acid capped gold nanoparticle

Fig. 6. TEM image of 
citrate capped gold 

nanoparticle

Fig. 7. SPR  spectra of 
citrate capped gold 

nanoparticle 

Fig. 8. Trace of Gold 
nanoparticles 20nm for its 

shape measurement in TEM 
image 

Fig. 9. Size distribution of Gold 
nanoparticles 20 nm with an 

average size of 28.33nm. 
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Table 2. Image Segmentation using Fuzzy C-Means  

 

Fig. 10. Pixel value with Membership after clustering into 3 classes, 
with cluster centre V1,V2,V3 

Fig. 11. Original TEM Image of  Gold 
nanoparticles 20nm 

Fig. 12. Segmented TEM Image of Gold 
nanoparticles 20 nm  in 3 classes 

 

4   Conclusion 

A novel and simple method for measurement of the size, shape and other spectral 
response of gold NPs. These values may be used as the input of Artificial Neural 
Networks(ANN) to characterized the synthesis process of gold NPs as proposed in 
fig.15.  The  ANN offers a successful tool for NPs preparation analysis and modeling. 
Chemical routes for the Polymer based nanocomposits preparation offer the advantage 
of (a) a cluster or atomic level control, and (b) an efficient scale up for processing and 
production. Here the size and shape of the nanoparticles are measured using fuzzy based 
clustering and shape analysis and gives better results than automatic threshold generator. 
The high degree of particle size and shape measurement in the nm range suggest a 
successful application of this method to conclude the signature of quantum size effects 
occurring in the gold nano particles, realization of color filters, UV absorbers with 
particularly interesting performances. The flexibility offered by the choice of different 
polymeric agents as a future element of interest towards future advances in nano-optical 
and   nano-bio applications.   
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Table 3. Packing Density and S/V Measurement of Gold NP’s (2nm) 

Fig. 13. Comparison of S/V of 
Gold NPs  of 2nm range with 

its normal value.

Fig. 14. Surface plot of Packing Density. X- Defect, Y-
molecule occupied, Z- Packing Density 
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Fig. 15. Proposed architecture of NPs in process characterization 
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A Rough Set Based Decision Tree Algorithm

and Its Application in Intrusion Detection

Lin Zhou and Feng Jiang

College of Information Science and Technology, Qingdao University of Science and
Technology, Qingdao 266061, P.R. China

Abstract. In this paper, we propose a novel rough set based algorithm
to induce decision trees. To improve the computation efficiency of our
algorithm, the rough set based attribute reduction technology is used
to filter out the irrelevant attributes from the original set of attributes.
And the notions of the significance of attribute and the uniformity of
attribute in rough sets are adopted as the heuristic information for the
selection of splitting attributes. Moreover, we apply the proposed algo-
rithm to intrusion detection. The experimental results demonstrate that
our algorithm can provide competitive solutions efficiently.

Keywords: Rough sets, decision trees, significance of attribute, unifor-
mity of attribute, intrusion detection.

1 Introduction

Decision tree algorithms are used extensively in data mining [1-2]. Since most of
the current algorithms use all attributes to construct decision trees, and do not
concern the relevancy among attributes [1-2]. This may lead to extra overhead in
terms of memory and computational efforts [5-6]. To solve that problem, rough
set-based decision tree algorithms have been proposed within last few years [3-6].

Intrusion detection systems (IDS) have become an essential component of
computer security. The concept of IDS was first introduced by Anderson in 1980
[7]. Due to the large volumes of security audit data as well as complex and
dynamic properties of intrusion behaviors, to optimize the performance of IDS,
many artificial intelligence techniques have been utilized, where decision tree
technology plays an important role in IDS [8].

In this paper, we propose a novel rough set based decision tree algorithm
RSDT and apply it to IDS. In our algorithm, the rough set based attribute
reduction technology is used to filter out redundant information, which is crucial
to IDS. Moreover, we introduce a new concept called the uniformity for each
attribute in a given decision table. And we use the significance of attribute
and the uniformity of attribute as the heuristic information for the selection of
splitting attributes. Numerical experiments show that our algorithm is efficient
for intrusion detection.

S.O. Kuznetsov et al. (Eds.): PReMI 2011, LNCS 6744, pp. 333–338, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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2 Preliminaries

In rough sets, a decision table is a 5-ruple DT = (U, C, D, V, f), where U is
the set of objects; C is the set of condition attributes; D is the set of decision
attributes; V =

⋃
a∈C∪D

Va is the union of attribute domains; f : U×(C∪D) → V

is a function such that for any a ∈ C ∪ D and x ∈ U , f(x, a) ∈ Va [4, 9].
Given a decision table DT = (U, C, D, V, f), let B ⊆ C∪D, we call equivalence

relation IND(B) an indiscernibility relation, which is defined as IND(B) =
{(x, y) ∈ U ×U : ∀a ∈ B(f(x, a) = f(y, a))}. IND(B) partitions U into disjoint
equivalence classes, let U/IND(B) denote the family of all equivalence classes
of IND(B). For simplicity, U/B will be written instead of U/IND(B) [4, 9].

Definition 1 [Positive Region]. Given a decision table DT = (U, C, D, V, f ),
for any B ⊆ C, the positive region of D with respect to B is defined as [4, 9] :

POSB(D) =
⋃

E∈U/B∧∀x,y∈E((x,y)∈IND(D))

E, (1)

where E is an equivalence class in the partition U/B.

Definition 2 [Significance of Attribute]. Given a decision table DT = (U, C,
D, V, f ), let B ⊆ C, for any a ∈ B, the significance of attribute a with respect
to B and D is defined as follows [4, 9] :

SGF (a, B, D) = POSB(D) − POSB−{a}(D). (2)

3 RSDT Algorithm and Its Application in IDS

Definition 3 [Uniformity of Attribute] Given a decision table DT = (U, C,
D, V, f), for any a ∈ C ∪ D, let U/{a} = {E1, ..., Ek} denote the partition
induced by relation IND({a}). The uniformity of attribute a is defined as:

UN(a) =
(|E1| − Ave)2 + ... + (|Ek| − Ave)2

k
, (3)

where Ave =
|E1| + ... + |Ek|

k
.

Algorithm 1. RSDT .

Input: decision table T1 = (U, C, D, V, f), i.e., the training set.
Output: set R of decision rules.

Function Main(T1)
(1) For each continuous attribute c ∈ C, discretize c by virtue of a discretization
approach [9]. Let T2 = (U2, C, D, V2, f2) denote the discretized dataset.
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(2) Compute the reduct Red of C with respect to D in T2, using a rough set
based attribute reduction approach [9-11, 16].
(3) Reduce T2 based on the reduct Red. Let T3 = (U3, Red, D, V3, f3) denote the
reduced dataset.
(4) Decision Tree(T3). //Call a function defined below to induce a decision tree.
(5) Generate a set R of rules by traversing all the paths from the root to the leaf
node in the decision tree.
(6) Return R.

Function Decision Tree(Tcurrent) // Tcurrent = (U ′, C ′, D, V ′, f ′) is the
decision table that is currently in use.

(1) For each attribute a ∈ C′, calculate the significance SGF (a, C′, D) of a with
respect to C′ and D in Tcurrent.
(2) Select t from C′ with the largest significance as the splitting attribute.
(3) If there exist more than one attributes with the largest significance, then cal-
culate the uniformity for each of these attributes in Tcurrent, and select attribute
t with the largest uniformity (If there still exist more than one attributes with
the largest uniformity, then arbitrarily select one from them).
(4) Create a node N, label N with attribute t, and let C′ = C′ − {t}.
(5) For each value vj of attribute t

(5.1) Generate one branch of N, labeled with t = vj ;
(5.2) Let Sj = {o ∈ U ′ : f ′(o, t) = vj};
(5.3) If Sj = ∅, then add one leaf node L labeled with the most common

class in U ′;
(5.4) If Sj �= ∅, and all objects in Sj belong to the same class d, then add

one leaf node L labeled with the class d;
(5.5) If Sj �= ∅, C ′ = ∅, and objects in Sj belong to different classes, then

add a leaf node L labeled with the most common class in Sj.
(5.6) If Sj �= ∅, C ′ �= ∅, and objects in Sj belong to different classes, then

obtain a sub-table Tsub = {Sj, C
′, D, Vsub, fsub} of Tcurrent, and call

function Decision Tree (Tsub) to construct a sub-tree.

In algorithm 1, before computing the partition U ′/C ′, we first sort all objects
of U ′ based on the counting sort [11], then we can calculate U ′/C′ in O(m ×
n) time, where m = |C′|, n = |U ′|. Hence, we can calculate the significance
SGF (a, C′, D) of a in O(m × n) time. Therefore, in the worst case, the time
complexity of step (4) in function Main is O(|Red|3 × |U3|). And the overall
time complexity of algorithm 1 is also determined by that of the discretization
approach and that of the attribute reduction approach in Main [9-11, 16].

4 Experiment

To evaluate the performance of RSDT algorithm, we ran it on KDD-99 dataset
[12]. Experiments were conducted on a 2.0GHz Pentium 4 machine with 2GB
RAM. We compared algorithm RSDT with algorithms ID3 and C4.5 [1-2]. RSDT
was implemented in Pascal. And ID3 and C4.5 are available in Weka [13].
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Since the full KDD-99 training dataset is too large for our purposes, a concise
subset of KDD-99, known as ‘10%KDD’, will be discussed here. The 10%KDD
dataset contains 22 different attack types and normal records. The 22 attack
types fall into four main categories [12]: PROBE, DoS, U2R and R2L.

Although the 10%KDD dataset is a concise subset of the full KDD-99 training
dataset, it contains 494021 records [12], which is still very large for our purposes.
Here we follow the experimental technique of Chen et al. [14], which does ran-
dom sampling without replacement from the 10%KDD dataset to form a smaller
dataset called ‘Final Dataset’. The following table gives the numbers of instances
that are selected for different attack types and normal records.

Table 1. The numbers of instances selected

Attack Number of Number of Ins- Attack Number of Number of Ins-
Type Instances tances Selected Type Instances tances Selected

back 2203 220 perl 3 3

buffer overflow 30 30 phf 4 4

ftp write 8 8 pod 264 264

guess passwd 53 53 portsweep 1040 104
imap 12 12 rootkit 10 10

ipsweep 1247 125 satan 1589 160

land 21 21 smurf 280790 2808

loadmodule 9 9 spy 2 2

multihop 7 7 teardrop 979 100

neptune 107201 1072 warezclient 1020 102

nmap 231 231 warezmaster 20 20

normal 97278 9730 Total 494021 15095

There are four steps in our experiments:

(I) The first step is to prepare the dataset. As mentioned above, we do random
sampling without replacement from the 10%KDD dataset to obtain a new dataset
called Final Dataset.

(II) Next is the discretization step. We use two simple discretization algo-
rithms: Equal Width Binning (EW) and Equal Frequency Binning (EF), to re-
spectively discretize the continuous attributes in Final Dataset [9]. EW and EF
algorithms are also available in Weka [13]. And for both of the two algorithms,
the numbers of bins are set to 3. It should be noted that although Final Dataset
contains 34 continuous attributes, we only discretize the following 26 attributes of
them: (1) Duration; (2) Src bytes; (3) Dst bytes; (4) Hot; (5) Num compromised;
(6) Num root; (7) Num file creations; (8) Count; (9) Srv count; (10) Serror rate;
(11) Srv serror rate; (12) Rerror rate; (13) Srv rerror rate; (14) Same srv rate;
(15) Diff srv rate; (16) Srv diff host rate; (17) Dst host count; (18) Dst host
srv count; (19) Dst host same srv rate; (20) Dst host diff srv rate; (21)
Dst host same src port rate; (22) Dst host srv diff host rate; (23) Dst host
serror rate; (24) Dst host srv serror rate; (25) Dst host rerror rate; (26) Dst
host srv rerror rate.
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Moreover, each discretized Final Dataset is randomly divided into a training
dataset (60% of the data) and a test dataset (40% of the data).

(III) The third step is constructing decision trees on training datasets using
algorithms RSDT, ID3 and C4.5, respectively. Then different sets of rules can
be generated from these trees. It should be noted that before applying RSDT
to each training dataset, we first reduce the dataset by virtue of the attribute
reduction algorithm proposed by Liu et al. [10].

(IV) The last step is applying the rules generated in (III) to classify the test
dataset based on a given classifier. For ID3 and C4.5, the process is also imple-
mented in Weka [13]. And for RSDT, we adopt the Standard Voting classifier
available in Rosetta [15]. The corresponding options are: CLASSIFIER= Stan-
dardVoter; FALLBACK= True; FALLBACK.CLASS=DoS.

Tables 2 details the classification results of different decision tree algorithms
on the dataset discretized by EW algorithm.

Table 2. The classification results on the dataset discretized by EW

Decision Tree Number of Classification Time Taken to
Algorithm Attributes Accuracy(%) Build Model(s)

RSDT 24 97.88 0.297

ID3 41 97.665 1.06

C4.5 41 97.582 1.63

From Table 2, we can see that for the dataset discretized by EW, RSDT
algorithm perform better than ID3 and C4.5. Our algorithm generates a better
rule learning scheme for IDS than the other two algorithms, since the detection
rate (i.e., classification accuracy) of our algorithm is obviously higher than those
of other algorithms, while the training time (i.e., time taken to build model) of
our algorithm is much lower than those of other algorithms.

Moreover, the following table details the classification results of different de-
cision tree algorithms on the dataset discretized by EF algorithm.

Table 3. The classification results on the dataset discretized by EF

Decision Tree Number of Classification Time Taken to
Algorithm Attributes Used Accuracy(%) Build Model(s)

RSDT 15 99.255 0.079

ID3 41 99.023 0.83

C4.5 41 98.924 0.74

From Table 3, it is easy to see that for the dataset discretized by EF, RSDT
algorithm also has the best performance. Hence, this experiment also demon-
strates the effectiveness of our decision tree algorithm for intrusion detection.

5 Conclusion

In this paper, a novel algorithm based on the significance of attribute and the
uniformity of attribute in rough set theory was proposed for constructing decision
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trees. Differing from traditional algorithms, our algorithm employed a new kind
of heuristic information for the selection of splitting attributes. And the positive
region based attribute reduction technology was used to execute pre-pruning for
decision trees, thus the attributes which are not correlated with the decision
information are deleted and the total nodes of decision trees are limited. Hence,
our algorithm is suitable to deal with the mass data in IDS. Experimental re-
sults on the KDD-99 dataset showed that our algorithm generated a better rule
learning scheme for IDS than other algorithms.

Acknowledgements

This work is supported by the National Natural Science Foundation of China
(grant nos. 60802042, 61035004), and the Natural Science Foundation of Shan-
dong Province, China (grant nos. ZR2009GQ013, ZR2010FQ027).

References

1. Quinlan, R.: Induction of decision trees. Machine Learning 1(1), 81–106 (1986)
2. Quinlan, R.: C4.5: Programs for Machine Learning. Morgan Kaufmann, San Fran-

cisco (1993)
3. Pawlak, Z.: Rough Sets. Int. J. Comput. Informat. Sci. 11(5), 341–356 (1982)
4. Pawlak, Z.: Rough Sets: Theoretical Aspects of Reasoning about Data. Kluwer

Academic Publishing, Dordrecht (1991)
5. Li, X.P., Dong, M.: An algorithm for constructing decision tree based on variable

precision rough set model. In: Proc. of the 4th Int. Conf. on Natural Computation,
pp. 280–283 (2008)

6. Jiang, Y., Li, Z.H., Zhang, Q., Liu, Y.: New method for constructing decision tree
based on rough set theory. Computer Appliactions 24(8), 21–23 (2004)

7. Anderson, J.P.: Computer Security Threat Monitoring and Surveillance. James P.
Anderson Co., Fort Washington (1980)

8. Li, X.Y., Ye, N.: Decision tree classifiers for computer intrusion detection. Journal
of Parallel and Distributed Computing Practices 4(2), 179–190 (2001)

9. Wang, G.Y.: Rough set theory and knowledge acquisition. Xian Jiaotong University
Press (2001)

10. Liu, S.H., Sheng, Q.J., Wu, B., Shi, Z.Z.: Research on efficient algorithms for rough
set methods. Chinese Journal of Computers 26(5), 525–529 (2003)

11. Xu, Z.Y., Liu, Z.P., Yang, B.R., Song, W.: A Quick Attribute Reduction Algorithm
with Complexity of max(O(|C||U |), O(|C|2|U/C|)). Chinese Journal of Comput-
ers 29(3), 391–399 (2006)

12. KDD Cup 99 Dataset (1999),
http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html

13. Witten, I.H., Frank, E.: Data Mining: Practical Machine Learning Tools and Tech-
niques with Java Implementations. Morgan Kaufmann, San Francisco (2000)

14. Chen, S.T., Chen, G.L., Guo, W.Z., Liu, Y.H.: Feature Selection of the Intrusion
Detection Data Based on Particle Swarm Optimization and Neighborhood Reduc-
tion. Journal of Computer Research and Development 47(7), 1261–1267 (2010)

15. Øhrn, A.: Rosetta Technical Reference Manual (1999),
http://www.idi.ntnu.no/_aleks/rosetta

16. Banerjee, M., Mitra, S., Banka, H.: Evolutionary-Rough feature selection in gene
expression data. IEEE Transactions on Systems, Man, and Cybernetics, Part C:
Applications and Reviews 37, 622–632 (2007)



Information Systems and Rough Set

Approximations: An Algebraic Approach

Md. Aquil Khan1 and Mohua Banerjee2

1 The Institute of Mathematical Sciences,
C.I.T Campus, Chennai 600113, India

mdaquilkhan@gmail.com
2 Department of Mathematics and Statistics,

Indian Institute of Technology, Kanpur 208016, India
mohua@iitk.ac.in

Abstract. The article proposes an algebraic formalism of (complete/
incomplete) information systems. Besides providing a complete descrip-
tion of information systems, the formalism captures the notion of rough
set approximations that are induced by information systems.

1 Introduction

Rough set theory proposed by Pawlak involves two key notions: set approxi-
mations and information systems. It considers a situation where we only have
partial information about a set U of objects, represented by an equivalence rela-
tion R on U . The pair (U, R) is called an approximation space [8] The relation R
induces lower and upper approximation operators R and R on ℘(U), the power
set of U , as follows. Let R(x) denote {y ∈ U : (x, y) ∈ R}.

R(X) := {x ∈ U : R(x) ⊆ U}, and R(X) := {x ∈ U : R(x) ∩ X �= ∅}.
A practical realization of Pawlak’s approximation spaces comes from the notion
of complete information systems defined as follows.

Definition 1. A complete information system (CIS) S := (U,A,
⋃

a∈A Va, f),
comprises a non-empty set U of objects, A of attributes, Va of attribute values
for each a ∈ A, and f : U ×A → ⋃

a∈A Va such that f(x, a) ∈ Va.

Given a CIS S := (U,A,
⋃

a∈A Va, f), and B ⊆ A, we obtain an approximation
space (U, IndS

B), where
(x, y) ∈ IndSB if and only if f(x, a) = f(y, a), for all a ∈ B.

IndSB is called the indiscernibility relation induced by B.
An algebraic approach to rough set theory was first presented by Iwiński in

1987 [6]. Since then, substantial work has been done on algebraic aspects of the
theory. In one direction, different representations of rough sets have been con-
sidered, and endowed with algebraic structures. It is observed that the algebras
induced from approximation spaces are instances of various known as well as new
algebraic structures, such as quasi-Boolean algebra, double Stone algebra, Nel-
son algebra, �Lukasiewicz algebra, topological quasi-Boolean algebra. A detailed

S.O. Kuznetsov et al. (Eds.): PReMI 2011, LNCS 6744, pp. 339–344, 2011.
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survey can be found in [1]. In the other direction of research, approximation
operators are viewed as abstract unary operators, which leads us to a class of
Boolean algebra with operators (BAO). In fact, a CIS S := (U,A,

⋃
a∈A Va, f)

determines an algebra (℘(U),∩,∼, ∅, {IndSB}B⊆A), where ∅ denotes the empty
set, ∼, complementation relative to U , and ∩, intersection. In [4], such an algebra
is called a knowledge approximation algebra of type A derived from CIS S. An
abstract algebra for this class of algebras is proposed in [4], and a corresponding
representation theorem obtained.
We note that the knowledge approximation algebra derived from a CIS S does
not give a complete description of the CIS. In fact, attribute, attribute-value
pairs, which are the main ingredients of a CIS, do not appear in this descrip-
tion. In this article, our aim is to propose an algebraic formalism of CISs which
captures this aspect. Moreover, it also captures the notion of approximations
defined on CISs. In Sect. 2, we shall consider an algebra induced by CISs. An
abstract algebra is then proposed, of which such an induced algebra is an in-
stance. Properties of the proposed abstract algebra are explored. Sect. 3 provides
the corresponding representation theorem. Sect. 4 concludes the article.

2 Algebra for Complete Information Systems

Let us fix finite sets A of attributes and V :=
⋃

a∈A Va of attribute values.
Let D denote the set of all descriptors [9], viz. pairs (a, v), for each a ∈ A,
v ∈ Va. Observe that, given a complete information system S := (U,A,V, f ),
each descriptor (a, v) determines a nullary operation (constant) cS(a,v) on ℘(U):

cS(a,v) := {x ∈ U : f(x, a) = v}.
Thus we have the following definition. Let Ω be the tuple (A,V).

Definition 2. Let S := (U,A,V, f ) be a complete information system. A com-
plete information system algebra (in brief, CIS-algebra) of type Ω generated by
the complete information system S is the structure

S∗ := (℘(U),∩,∼, ∅, {IndSB}B⊆A, {cSγ }γ∈D).

Observe that a CIS-algebra generated by a CIS S is actually an extension of the
knowledge approximation algebra derived from S with a collection of nullary
operations.

One can show that a CIS-algebra satisfies the properties listed below.

Proposition 1. 1.
⋃

v∈Va
cS(a,v) = U .

2. cS(a,v) ∩ cS(a,u) = ∅ when v �= u.
3. IndS

C(X) ⊆ IndSB(X) for C ⊆ B ⊆ A, and X ⊆ U .

4. cS(a,v) ⊆ IndS{a}(c
S
(a,v)).

5. cS(b,v) ∩ IndSB∪{b}(X) ⊆ IndSB(∼ cS(b,v) ∪ X), X ⊆ U .

6. IndS
∅ (X) �= ∅ implies X = U .
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We shall see later that these properties are actually characterizing properties of
CIS-algebras. Thus, we propose the following notion of an abstract CIS-algebra.

Definition 3. An abstract CIS-algebra of type Ω is a tuple
A := (U,∧,¬, 0, {LB}B⊆A, {dγ}γ∈D),

where (U,∧,¬, 0) is a Boolean algebra and LB and dγ are respectively unary and
nullary (constant) operations on U satisfying the following:

(C1)
∨

v∈Va
d(a,v) = 1;

(C2) d(a,v) ∧ d(a,u) = 0 when v �= u;
(C3) LC(x) ≤ LB(x) for C ⊆ B ⊆ A;
(C4) d(a,v) ≤ L{a}(d(a,v));
(C5) d(b,v) ∧ LB∪{b}(x) ≤ LB(¬d(b,v) ∨ x);
(C6) L∅(x) �= 0 implies x = 1.

As a consequence of Proposition 1, the CIS-algebra S∗ generated by a CIS S is
an abstract CIS-algebra.

Let UB be the dual of the operator LB, that is, UB(x) := ¬LB(¬x). The
following proposition presents a few properties of abstract CIS-algebras.

Proposition 2. 1. UB(0) = LB(0) = 0 and UB(1) = LB(1) = 1.
2. LB(x) ≤ x ≤ UB(x).
3. UB(x ∧ UBy) = UB(x) ∧ UB(y) and LB(x ∨ LBy) = LB(x) ∨ LB(y).
4. x �= 0 implies U∅x = 1.
5. UB(UB(x)) = UB(x) and LB(LB(x)) = LB(x).
6. UB(x ∨ y) = UB(x) ∨ UBy and LB(x ∧ y) = LB(x) ∧ LBy.

From Proposition 2, it is clear that UB and LB are respectively closure and
interior operators. Moreover, the reduct A := (U,∧,¬, 0, {LB}B⊆A) is a topo-
logical Boolean algebra [1]. Furthermore, (U,∧,¬, 0, {UB}B⊆A) satisfies all the
conditions of abstract knowledge approximation algebra [4] except the follow-
ing. In the latter case, the reduct (U,∧,¬, 0) is taken to be a complete atomic
Boolean algebra, while we do not have that requirement. An abstract knowledge
approximation algebra also needs to satisfy UB∪C(x) = UB(x) ∧UC(x), x being
an atom, and this, in general, may not hold in an abstract CIS-algebra.

Let us recall that a cylindric algebra of dimension |A| [5] is a structure A :=
(U,∧,¬, 0, {Λa}a∈A, {μ(a,b)}(a,b)∈A×A), where (U,∧,¬, 0) is a Boolean algebra,
and Λa, μ(a,b) are respectively unary and nullary operations on U , such that

(L1) Λa(0) = 0, (L2) x ≤ Λa(x), (L3) Λa(x ∧ Λay) = Λa(x) ∧ Λa(y),
(L4) Λa(Λb(x)) = Λb(Λa(x)), (L5) μ(a,a) = 1,
(L6) If a �= b, c, then μ(b,c) = Λa(μ(b,a) ∧ μ(a,c)),
(L7) If a �= b, then Λa(μ(a,b) ∧ x) ∧ Λa(μ(a,b) ∧ ¬x) = 0.

The difference between the signature of an abstract CIS-algebra of type (A,V),
and that of a cylindric algebra of dimension |A| is now clear. The cylindric
algebra has unary and nullary operations corresponding to each element of A,
and A × A respectively. Whereas, in the case of abstract CIS-algebra, unary
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and nullary operations are indexed respectively over the sets ℘(A) and A × V .
Moreover, operators UB of an abstract CIS-algebra satisfy (L1)-(L3), but may
fail to satisfy (L4). (L5)-(L7) do not make sense in the case of abstract CIS-
algebras. However, the BAO (U,∧,¬, 0, UB) obtained from an abstract CIS-
algebra is a cylindric algebra of dimension 1.

3 Representation

In this section, we shall prove the representation theorem for abstract CIS-
algebras. Here, we would like to mention that the proof of the representation
theorem for abstract knowledge approximation algebras given in [4] makes use
of the completeness and atomicity properties of the Boolean algebra reduct of
the algebra. In fact, the embedding of an abstract knowledge approximation
algebra A is given in an extension of the power set algebra over the set At(A) of
atoms of A. But in the case of abstract CIS-algebras, the Boolean algebra reduct
may not be complete and atomic, and hence this technique will not work. We
use prime filters [3] for our purpose.

Recall that a filter of a Boolean algebra A := (U,∧,∼, 0) is a subset F of U
such that (i) 1 ∈ F , (ii) if a, b ∈ F , then a∧ b ∈ F , (iii) if a ∈ F and a ≤ b, then
b ∈ F . A filter is proper if it does not contain the smallest element 0. A proper
filter is prime if a ∨ b ∈ F implies that at least one of a and b belongs to F .

Let PF (A) denote the set of all prime filters of A.
Let us consider an abstract CIS-algebra A := (U,∧,¬, 0, {LB}B⊆A, {dα}α∈D).

A determines a unique CIS A∗ as follows.
Consider the mapping fA : PF (A) ×A → V such that

fA(Γ, a) = v if and only if d(a,v) ∈ Γ.

Conditions (C1) and (C2) in Definition 3 guarantee that fA is a total function.
Thus, we obtain the CIS A∗ := (PF (A),A,V, fA). A∗ determines the lower
approximation operators IndA∗

B , B ⊆ A, on ℘(PF (A)).
We also recall that the reduct (U,∧,¬, 0, {LB}B⊆A) of an abstract CIS-

algebra A := (U,∧,¬, 0, {LB}B⊆A, {dα}α∈D) determines a complex algebra [3]
as follows.

For each B ⊆ A, let us consider the binary relation QA
B ⊆ PF (A) × PF (A)

defined as follows:
(Γ, Δ) ∈ QA

B if and only if LB(x) ∈ Γ implies x ∈ Δ.

The relations QA
B are used to define the operators mA

B : ℘(PF (A)) → ℘(PF (A)):

mA
B(X) := {Γ ∈ PF (A) : for all Δ such that (Γ, Δ) ∈ QA

B, Δ ∈ X}.
The complex algebra corresponding to the reduct (U,∧,¬, 0, {LB}B⊆A) of the
abstract CIS-algebra A is given by extending the power set algebra over PF (A)
with the operators mA

B.
So, an abstract CIS-algebra A, on the one hand, determines the lower ap-

proximation operators IndA∗
B . On the other hand, it gives rise to the complex

algebra with operators mA
B. Is there any relationship between the operators mA

B,
and the lower approximation operators IndA∗

B ? In fact, we shall now show that
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for each B ⊆ A, the operators mA
B and IndA∗

B are the same. This result will also
lead us to the desired representation theorem. Let us begin with the following
proposition listing a few properties of the relations QA

B.

Proposition 3. 1. QA
B ⊆ QA

C for C ⊆ B ⊆ A.
2. d(b,v) ∈ Γ ∩ Δ for some v ∈ Vb if and only if (Γ, Δ) ∈ QA

{b}.
3. If (Γ, Δ) ∈ QA

B and d(b,v) ∈ Γ ∩ Δ for some v ∈ Vb, then (Γ, Δ) ∈ QA
B∪{b}.

4. QA
∅ = PF (A) × PF (A).

5. QA
B =

⋂
b∈B QA

{b}.

Proof. (1) is a direct consequence of (C3). Let us prove (2). First suppose d(b,v) ∈
Γ ∩ Δ for some v ∈ Vb, and let L{b}(x) ∈ Γ . We need to show x ∈ Δ. Using
the properties of filters, we obtain d(b,v) ∧ L{b}(x) ∈ Γ and hence by (C5) with
B = ∅, we obtain L∅(¬d(b,v) ∨ x) ∈ Γ . This shows that L∅(¬d(b,v) ∨ x) �= 0 and
hence by (C6), we obtain ¬d(b,v) ∨ x = 1. Therefore, we have ¬d(b,v) ∨ x ∈ Δ.
Finally using the fact that d(b,v) ∈ Δ, we obtain x ∈ Δ.

Conversely, suppose (Γ, Δ) ∈ QA
{b}. By (C1), there exists a v ∈ Vb such that

d(b,v) ∈ Γ . Therefore, using (C4), we obtain L{b}(d(b,v)) ∈ Γ , and so d(b,v) ∈ Δ.
Let us now prove (3). Suppose (Γ, Δ) ∈ QA

B and d(b,v) ∈ Γ ∩ Δ for some
v ∈ Vb. Further suppose LB∪{b}(x) ∈ Γ . We need to show x ∈ Δ. Due to
the given conditions, we obtain d(b,v) ∧ LB∪{b}(x) ∈ Γ , and hence by (C5),
LB(¬d(b,v) ∨ x) ∈ Γ . This gives ¬d(b,v) ∨ x ∈ Δ, as (Γ, Δ) ∈ QA

B. As d(b,v) ∈ Δ,
x ∈ Δ.

(4) is obvious due to (C6). Let us now move to (5). From (1), we obtain
QA

B ⊆ ⋂
b∈B QA

{b}. It is also not difficult to see that the reverse inclusion holds
when |B| ≤ 1. To complete the proof, let us assume that the reverse inclusion
holds for B, and prove it for B ∪ {a}. Let (Γ, Δ) ∈ ⋂

b∈B∪{a} QA
{b}. We need to

show (Γ, Δ) ∈ QA
B∪{a}. Using (2) and the fact that (Γ, Δ) ∈ QA

{a}, we obtain
d(a,v) ∈ Γ ∩Δ for some v. Now (3) gives (Γ, Δ) ∈ QA

B∪{a}. �
As a consequence of Proposition 3, we obtain

Theorem 1. Let A := (U,∧,¬, 0, {LB}B⊆A, {dγ}γ∈D) be an abstract CIS-
algebra. Then for each B ⊆ A, IndA∗

B = QA
B and IndA∗

B = mA
B.

Theorem 2 (Representation theorem for abstract CIS-algebras).
Let A := (U , ∧,¬, 0, {LB}B⊆A, {dγ}γ∈D) be an abstract CIS-algebra. Then the
mapping Ψ : U → ℘(PF (A)) given by

Ψ(x) := {Γ ∈ PF (A) : x ∈ Γ}, x ∈ U,
is an embedding of A into (A∗)∗.

Proof. It is not difficult to see that Ψ(dγ) = cA∗
γ , γ ∈ D. Due to Theorem 1, the

rest follows in the lines of the proof of Jóhnson-Tarski theorem (cf. [3]). �
Let us consider a language L consisting of a countable set V ar := {p, q, r, . . .} of
variables, a binary operator ∧, unary operators ¬, LB and constants 0, d(a,v),
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where B ⊆ A, (a, v) ∈ D. The well-formed formulae (wffs) of L are defined
recursively: α := p ∈ V ar | 0 | d(a,v) | ¬α | α∧β | LBα.
Now consider an abstract CIS-algebra A := (U,∧,¬, 0, {LB}B⊆A, {dγ}γ∈D). An
assignment for A, is a map V : V ar → U . V can be extended to a mapping
Ṽ from the set of all L-wffs to U in the obvious way: 0, d(a,v), LB correspond
respectively to 0, d(a,v), LB. An equation α ≈ β is said to hold in A, denoted as
A |= α ≈ β, if Ṽ (α) = Ṽ (β) for all V .

The notion of equivalence defined above can be used to realize certain inter-
esting laws related to CISs and approximations. For instance, one may easily
verify that (¬(d(b,v)∧LB∪{b}(x))∨(LB(¬d(b,v)∨x))) ≈ 1 holds in all abstract
CIS-algebras. The representation theorem also leads to the complete axiomati-
zation for the semantic notion of equivalence in CIS-algebras generated by CISs.
More formally speaking, using Birkhoff’s completeness theorem for equational
logic [2], one can prove that if α ≈ β holds in all CIS-algebras generated by CISs,
then α ≈ β is derivable from the equations (C1)–(C6). One can also show using
the above representation theorem that abstract CIS-algebras form the algebraic
counterpart of the logic LIS of complete information systems discussed in [7].

4 Conclusions

In this article we have proposed an algebraic formalism of complete information
systems. This formalism can be extended to incomplete information systems in
a natural way to capture approximations with respect to indiscernibility as well
as similarity relations. It would be interesting to see if a similar approach could
lead to algebras for non-deterministic information systems.
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Abstract. A method of approximation the mass of coal moving on
a conveyor belt under the ultrasonic sensor that measures a height of
coal pile is described in the paper. A process of defining a set of vari-
ables that affects the approximated coal mass is presented. A model of
multiple regression and an algorithm of regression rules induction based
on the M5 algorithm have been exploited to relate momentary values of
the coal pile with the mass of moving coal.

Keywords: applications of data mining, regression rules, coal weight
approximation.

1 Introduction

A problem of estimation the coal mass is the considerable problem in mining
industry. Scales are usually installed at a few locations of the whole transporta-
tion system only. The transportation system is a web of joined conveyor belts. In
majority of cases, belt scales are mostly installed at the and of transport routes
due to high installation costs. However an information (at least approximate)
about the mass of currently mined material is desired in many situations during
production process. For example, such information is essential for the transporta-
tion system in which a sum of productivities of conveyors transporting output
to the main conveyor belt is greater then a productivity of the main conveyor.
Since a scale is usually installed at the end of the main conveyor, a situation in
which the mining process is conducted so intensively that it causes overloading
of the main conveyor and consequently its emergency stoppage may happen.

An attempt at substituting a sensor that measures the height of a coal pile
shifting below for a scale is described in the paper. Since the correlation between
the height of the coal pile and parameters of the conveyor and the shifting
coal is unknown, it should be discovered experimentally. The model of multiple
regression and the M5 regression rule induction algorithm [6] were applied for
that purpose.
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The present paper is organized as follows: a problem of defining independent
variables is presented in the second section, a problem of regression rules induc-
tion is presented concisely in the third section, next two sections contains the
description of the conducted experiment and summary of the whole paper.

2 Determination of a Set of Independent Variables

Data coming from a system that consists of a scales, three conveyors and ultra-
sonic sensor sampling the height of a shifting pile of material with the frequency
10 Hz were put to analysis. The scales frequency was equal to 1 Hz, thus the
aggregation of data coming from the height sensor was made. An average value
measured by the sensor was determined for each second.

The coal weight was measured at the beginning of a system of three coupled
conveyors, whereas the sensor taking the height was placed about two kilometers
farther. Therefore making data acquisition for next experiments, ink marking of
the coal pile was resorted so as to gain the possibility of unequivocal comparing
the weight and height taken by the sensor. Moreover, speed of the conveyor belt
travel was known which even more facilitated weight reading at the required
time. During the experiment the main conveyor was powered solely by the ma-
terial from the conveyor on which the height sensor has been installed. After the
brief look at the time series it occures that the distance between the series is
about 1000 seconds. Normalized graphs of the coal pile mass and height after
the 1000 seconds delay of the weight are presented in Fig. 1. It is visible that
the real delay is about 80 seconds shorter. The final delay was calculated as the
analysis of the difference between series and was equal to 922 seconds. As it was
mentioned before, the research intention was to relate the weight of coal located
on a conveyor with both the coal pile height and parameters characterizing a
type of the given conveyor. The section area of coal shifted on the conveyor belt
(Fig. 2) can be characterized by the following variables [1]:
λ – the angle between conveyor’s surface and a side of the isosceles triangle (A2
– Fig. 2); β – the slope of the side edge of the conveyor’s section to the horizon;
ls, lb – widths of horizontal and slant belt of the conveyor; h – the height of
coal section. Based on the parameters the following values can be determined:
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height (s)

Fig. 1. A part of time series of the coal
mass and the height of a coal pile.
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Fig. 2. A section of coal transported on
the conveyor belt
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hli – the value of height for which the coal section is a triangle while λ is fixed;
h1 – the height of the triangle part of the section (A2 – Fig. 2); h2 – the height
of the quadrangle part (A1 – Fig. 2); hmax = h1 + h2 – the height of coal pile
which exceeded means that coal falls down from the conveyor.

Finally, the value of section area depending on the coal pile height can be
expressed by the formula (1). For calculations concerning the analyzed data set
purposes we assumed that λ = 15◦ [5].

S =

⎧
⎪⎨

⎪⎩

h2/tanλ 0 ≤ h ≤ hli

h2/tanλ − 0.25 (ls(h − hli)/(hli))
2 tan λ tan β

tan λ+tan β
hli < h ≤ hmax

h2
max/tanλ− 0.25(hmax−hli

hli
ls)2 tan λ tan β

tan λ+tan β h > hmaz

(1)

Approximating the volume of a lump of coal which moved under the conveyor
between two aggregated measurements of the height it has been assumed that
the volume is the frustum’s volume (2). The frustum has volumes of bases S1

and S2 which are sections of the coal pile at succeeding (equal) times t − 1, t.

V (t) = [S(t) + S(t − 1) +
√

S(t)S(t − 1)]/3 (2)

In the manner presented above it can be generated a data set in which each row
(describing the time ti) contains the following values: areas of the section and
the volume of coal lump under the conveyor at times ti−1, ti; the weight of coal
pile which moved under the conveyor between times ti−1 and ti.

3 Regression Rules Induction

An idea of the M5 algorithm was culled from so-called regression and classifica-
tion trees (CART) [2] and from the C4.5 algorithm [7]. M5 analyzes the training
set Tr and allows to create rules of the form (3).

IF w1 ∧ w2 ∧ . . . ∧ wk THEN y = f(x) (3)

where wi is the so-called elementary condition which takes the form ai ∈ Rai ,
Rai ⊂ Vai , (e.g. pressure small, average) for discrete-valued variables, and the
form ai ∈ 〈v1, v2〉 (e.g. gas concentration ∈ 〈0.4, 1.3〉 or gas concentration ≥
2) for real-valued attributes. The function f is linear function of the form s +
si1ai1+si2ai2+. . .+sitait, where s, si1, si2, . . . , sit are real numbers (coefficients)
and {ai1, ai2, . . . , ait} ⊆ A. Independent variables contained in a rule conclusion
should be real-valued variables.

The M5 algorithm builds a tree which is next transformed into a rule set
(nodes that are not leaves create rule premises, and the function f which is rule
conclusion is contained in a leaf). The tree is built on the divide-and-conquer
principle basis. On each stage of the tree construction (in each node that is not
a leaf) a procedure checking which attribute a ∈ A and limitary value q ∈ Va

will partition an example set P connected with the given node into two subsets
P<q and P>q so as to minimize the expected variance of dependent variable, i.e.
to maximize the value of expression (4), is invoked.

ΔV = V (P )[(|P<q |/|P |)V (P<q) + (|P>q |/|P |)V (P>q)) (4)
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Additionally, the algorithm applies pruning and smoothing methods that usu-
ally lead to decrease of a prognosis error for testing data. Details concerning the
algorithm operation can be found, inter alia, in [6] and [8].

4 The Experiment

While conducting the experiment, 252 tons of coal has been transported under
the sensor. Results obtained by the multiple linear regression method, the inter-
val multiple linear regression method and results get by the M5 algorithm are
contained in Table 1.

A number of independent variables that are delivered to a learning algorithm
is of great importance in regression tasks realized with the aid of machine learn-
ing methods. In the case described here only three independent variables were
available: areas of a coal lump at times t − 1, t (denoted by s(1), s(2)) and the
lump’s volume (denoted by v(1)). Applying merely the variables (together or
separately) didn’t lead to obtain good results neither by the regression methods
(rows 4, 5 in Table 1) nor by the M5 algorithm. Therefore values of section’s
areas and volumes registered earlier were decided to be applied as independent
variables, too. For example, the s(4) designation denotes that the variable con-
tains information about the section’s area calculated at time t− 4. However our
implementation of the M5 algorithm didn’t bear the enlarged set of independent
variables. The algorithm treats succeeding delays (e.g. s(3), s(4), . . . , s(max)) of
input variables as next independent variables automatically. The only parameter
is the maximal delay which the algorithm can reach. The change can be found
the useful modification of the M5 algorithm, because it significantly shortens
time of data preparing and experiments conducting.

The smallest error, thus the difference between the approximated and real
coal mass has been noticed for the M5 algorithm. Obtained rules are presented
below. An experiment consisting in calculation the average value from average
error and the total average deviation in the coal mass approximation in 10-fold
cross validation mode has been also conducted for M5 and the interval regression.

Regression rules obtained by the M5 algorithm:

If v(t) ≤ 90.36, then w(t) = 2.1 − 19.161v(3) + 11.918v(4) + 10.299s(3) − 8.682v(5) +

6.238s(4) − 5.57v(t) + 3.662s(t)+ 3.322s(6)- 2.851s(5)+ 1.32 v(6)

If v(t) > 90.36 and v(3) ≤ 284.9, then w(t) = 48.6−0.214s(3)+0.152v(3)+0.151v(t)

If v(t) ≤ 425.09 and v(3) > 284.9, then w(t) = 87.7 − 1.665v(3) + 0.935s(4) +

0.853s(3) − 0.316v(t) + 0.191s(t)

If v(t) > 425.09, then w(t) = 113.8 + 0.152s(6) + 0.102v(3) − 0.1v(6) − 0.086v(4) −
0.061s(3) − 0.007v(5).

Results of the interval multiple regression model for the set of variables enlarged
to 5th delay of input variables are presented in last row of the Table 1. One
can noticed that the model is subtly worst than the model get by M5, whereas
M5 matched a number of delays by itself. It can be observed while analyzing
the form of get rules that the M5 algorithm built two regression models (two
rules) depends on the volume of the shifting lump of coal. In a premise of the
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Table 1. Values of regression error and differences between approximated and real
values of coal mass

Method Average R2 · 100% Average difference/
error (%) Total average (kg)

Rule model – training set 0.11% 99.1 5.0/193

Rule model – cross validation 0.11% 99.0 5.2/194

Regression – volume, weight 7.8% 93.0 8.1/4869
Regression – section areas, weight 7.66% 91.0 8.0/6587

Interval regression – all variables 0.12% 98.8 5.6/196
beginning from 5th delay

Interval regression – all variables 0.13% 98.4 6.1/410
from 5th delay – crossvalidation

Fig. 3. The graph of estimated and real values for rule based model obtained in the
cross validation mode

rules one variable v(1) occurs. A complementation of the principal rules are
two rules with additional condition v(3) > (≤)284.9 in the premise. One may
presume that the two rules describe situations in which big, not shattered coal
lumps were transported on a conveyor belt between succeeding measurements
of transported coal section’s area, which perturbed the model realized by the
principal rules. A graph of differences between estimated and real values of the
coal mass is presented in Fig. 3.

5 Summary and Conclusions

The innovative method of measuring a mass of material (coal mass has been
considered here) moving on a conveyor belt by an ultrasonic sensor has been
presented in the paper. The correlation between height of a material pile and
its mass has been determined by the M5 regression rules induction algorithm
extended by automatic matching of variables reflecting succeeding delays of the
time series. Efficiency of the method is high and it exceeds the obtained regres-
sion model. The innovative method of measuring a mass of material (coal mass
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has been considered here) moving on a conveyor belt by an ultrasonic sensor
has been presented in the paper. The correlation between height of a material
pile and its mass has been determined by the M5 regression rules induction
algorithm extended by automatic matching of variables reflecting succeeding
delays of the time series. Efficiency of the method is high and it exceeds the ob-
tained regression model. The data analysis method itself seems to be sufficient
for the considered task. Even higher accuracy can be surely get by fuzzy [9] or
neuro-fuzzy methods [4]. For example, fuzzy reasoning was applied for approxi-
mate and on-line measurement of ash content in coal [3]. However, in conducted
works, simplicity and potential of implementation in an electronic device con-
verting measurement signals into mass values directly in mine tunnels should be
an important feature of the obtained model. Calibration of such device would
consist in transmitting from the mine head to the device values of the model
parameters only. In the case of fuzzy or neuro-fuzzy systems, realization of such
system is much more difficult in the case of fuzzy-neural networks than for rules
of the form (3). Authors plan more measurement experiments, especially for
other kinds of coal (a new dependent variable including the λ parameter values
that change according to the mined coal kind will occur among measurement
variables). Ultimately, the sensor and the method of relating the height of a coal
pile with its weight will subject to the procedure for granting patents (for that
reason Authors haven’t named the sensor type and its specification).
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Forecasting the U.S. Stock Market via

Levenberg-Marquardt and Haken Artificial
Neural Networks Using ICA&PCA

Pre-processing Techniques

Sergey Golovachev

National Research University – Higher School of Economics, Moscow
Department of World Economics and International Affairs

Abstract. Artificial neural networks (ANN) is an approach to solv-
ing different tasks. In this paper we forecast U.S. stock market move-
ments using two types of artificial neural networks: a network based on
the Levenberg-Marquardt learning mechanism and a synergetic network
which was described by German scientist Herman Haken. The Levenberg-
Marquardt ANN is widely used for forecasting financial markets, while
the Haken ANN is mostly known for the tasks of image recognition. In
this paper we apply the Haken ANN for the prediction of the stock mar-
ket movements. Furthermore, we introduce a novation concerning pre-
processing of the input data in order to enhance the predicting power
of the abovementioned networks. For this purpose we use Independent
Component Analysis (ICA) and Principal Component Analysis (PCA).
We also suggest using ANNs to reveal the “mean reversion” phenomenon
in the stock returns. The results of the forecasting are compared with the
forecasts of the simple auto-regression model and market index dynamics.

Keywords: artificial neural network, back-propagation, independent
component analysis, principal component analysis, forecast.

1 The Levenberg-Marquardt Network

Artificial neural networks are a modern approach to various problem-solving
tasks. For example, they are used for image recognition and in different bio-
physics researches. One of the possible applications of ANNs is forecasting and
simulation of financial markets. The idea is the following: a researcher tries to
construct such an ANN, so that it can successfully imitate the decision-making
process of the “average” stock market participant. This hypothesis results from
the fact that ANNs, in turn, try to imitate the design of the biological neural
networks, in particular the ones which exist in human brain.

A market participant is an investor whose individual actions have no influence
on the price fluctuations, for example a trader operating with insignificant sums
of money. Moreover, we argue that the market participant makes his decisions
solely on the analysis of the previous dynamics of the stock – thus we assume
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endogenous price-making mechanism. Furthermore, we set the homogeneity of
the investors so that they all have the same decision-making algorithms (that is
why we call them “average”).

While designing the Levenberg-Marquardt ANN it is essential to set some
of the key parameters of the network. Firstly, we must set the architecture of
the network (number of layers, number of neurons in each, including number of
input and output neurons). In our research we use simple three-layer ANN with
2 input neurons, 2 neurons in the hidden layer and 1 output neuron. The results
show that such architecture is quite effective while it does not lead to lengthy
computational procedure. Secondly, we determine the activation function in the
hidden layer which performs a non-linear transformation of the input data. We
use a standard logistic function with the range of values [0;1].

The key feature of the Levenberg-MarquardtANN is using of back-propagation
of the errors of the previous iterations as a learning mechanism. The idea of back-
propagation rests on the attempt of communicating the error of the network (of
the output neuron, in particular) to all other neurons of the network. As a result,
after a number of iterations the network optimizes the weights with which neurons
in different layers are connected, and the minimum of error is reached. Propagation
of the error through the network also requires usage of the Jacobian matrix which
contains first derivatives of the elements of the hidden and input layers.

The computational mechanism is as follows (1):

wnew = wold − (ZT Z + λI)−1 ∗ ZT ∗ ε(wold), (1)

where
wold– weight vector of the previous iteration;
wnew – weight vector of the current iterations;
Z – Jacobian matrix with the dimensionality m×n; m – is the number of learning
examples for each iteration, n – total number of weights in the network;
λ – learning ratio;
I – identical matrix with the dimensionality n×n;
ε- vector of n elements, which contains forecast errors for each learning example.

To enhance the predicting power of our model we introduce here pre-processing
techniques of the Independent Component Analysis (ICA). This is a method of
identifying the key and important signals in the large, noisy data. ICA is often
compared with another useful processing tool – Principal Component Analysis
(PCA). However, the general difference of ICA from PCA is that we obtain purely
independent vectors on which a process can be decomposed, whereasPCA requires
only non-correlatedness of such vectors. Moreover, ICA allows non-Gaussian dis-
tributions, which is quite useful and realistic assumption, especially for financial
data.

The ICA stems from the so-called “cocktail party” problem in acoustics. The
problem is the following: assume that we have i number of people(s) talking in
the room and j number of microphones(x) which record their voices. For two
people and two microphones signals from the microphones are as follows in (2):



Forecasting the U.S. Stock Market 353

x1 = a11 ∗ s1 + a12 ∗ s2

x2 = a21 ∗ s1 + a22 ∗ s2 (2)

Consequently, we should set mixing matrix A which transforms voices into
the recordings, (1):

A =

⎧
⎨

⎩

a11 a12 · · · ali

a21 a22 · · · a2i

aj1 aj2 · · · aji

⎫
⎬

⎭ (3)

The task for the researcher consists then in finding a demixing matrix A−1

which enables to get the vector of voices s knowing only the vector of the record-
ings x, (4):

s = A−1 ∗ x (4)

When we apply ICA for the stock market we assume that the empirical stock
returns are the “recordings”, the noisy signals of the original “voices” which
determine the real process of price movements. Consequently, when we obtain
a de-mixing matrix A−1then we get a powerful tool for extracting the most
important information about the price movements. Furthermore, ICA allows us
to reduce the dimensionality of the empirical data without losing significant
information. It is very important while using ANNs, because, on the one hand
we should present the network as much relevant information as possible, but,
on the other hand, too much input information leads to lengthy computational
procedures and problems with convergence to a nontrivial solution.

As it was mentioned above, we use two types of inputs in the Levenberg-
Marquardt ANN. First input is the logarithmic return of the stock for the day
which precedes the day of the forecast. Second input is derived from the process-
ing of ten previous logarithmic returns with ICA algorithm: we get the de-mixing
matrix A−1 and the subsequent vector of independent components s. Then we
transform this vector to the scalar value considering the most influential inde-
pendent component.

In the section “Results” we show that such pre-processing turns out to be
very useful for stock market forecasting. Moreover, it is worth mentioning that
ICA can be used as a self-sufficient forecasting tool for various financial markets.

2 The Haken Network

The second ANN which is used for forecasting U.S. stock market is quite different
from the Levenberg-Marquardt network. It is the network of Herman Haken,
German scientist and the founder of synergetics.

This ANN is self-learning and uses a “library” of pre-set values which by
default represent all possible states of the process. Therefore, during a number
of iterations the network converges to one of these values. The Haken ANN is
widely used for image recognition. For example, when we set a task of recognizing
letters of the alphabet we use the whole alphabet as a pre-set “library”. It is
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obvious, because any letter which is presented to the network is essentially a
part of the alphabet.

However, we aim to apply the Haken ANN for the stock market forecasting,
and the situation here is much more complicated. We must choose the “library”
which contains all possible states of the market. To solve this task we resort
to two important assumptions. Firstly, we argue that all necessary information
which is needed for the forecast is contained in the returns of the stock during
ten trading days before the day for which the forecast is calculated. Secondly,
we assume that the using of processing techniques of the ICA and PCA, which
eventually reduces the information dimensionality, allows us to extract most
important and valuable information signals.

Thus, to obtain the “library” of pre-set values we use the eigenvectors of the
covariance matrix of the subsequent empirical vectors of stock returns (PCA) or
the de-mixing matrix of the empirical vectors obtained from ICA.

The network functions as follows, (5):

q∗ = q +
M∑

k=1

λkvT
k qvk + B

M∑

k=1

(vT
k q)2(vT

k q)vk + C(qT q)q, (5)

where
q – vector of M elements which the network tries to optimize. Initially this vector
is deliberately made noisy to ignite the process of learning, thus we assume that
the real data on the stock market is also noisy in the similar way;
q∗- vector which the network finally reconstructs;
V – matrix which plays a role of the “library” and contains pre-set values which
are obtained from PCA or ICA;
λ – learning ratio;
B – computational parameters which calibrating has an influence on the con-
vergence of the network and the speed of learning.

The final forecasting signal is obtained by subtracting the empirical vector
from the reconstructed one.

3 Trading Rules

Now we present trading rules which were used while working with the Levenberg-
Marquardt and the Haken ANNs.

Firstly, we should specify the data which we forecast. We predict price move-
ments of the 30 liquid stocks of the U.S. index S&P 5001 in the period from
November, 7th, 2008 to May,2nd, 2010.
1 We use closing prices of the following stocks: ExxonMobil, Apple, Microsoft, General

Electric, Procter&Gamble, Johnson&Johnson, Bank of America, JPMorgan Chase,
Wells Fargo, IBM, Chevron, Sisco Systems, AT&T, Pfizer, Google, Coca Cola, Intel,
Hewlett Packard, Wal Mart, Merck, PepsiCo, Oracle, Philip Morris International,
ConocoPhillips, Verizon Communications, Schlumberger, Abbott Labs, Goldman
Sachs, Mcdonalds, QUALCOMM.
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For each trading day t we make forecast via our ANNs for each stock. When
the forecasts are made we range them according to their absolute value. The
final selection of the stocks in the virtual portfolio is based on two opposing
trading rules. According to the Rule A we select from 1 to 5 stocks with the
highest forecast value2 (note that at this step we do not know the real return of
day t which makes our forecast truly out-of-sample). According to the Rule B
we select from 1 to 5 stocks with the lowest forecast values.

The reason for using Rule B is widely recognized phenomenon of “mean re-
version” in the financial data. Thus, if Rule B is successful, then our ANN is
capable of detecting this property of the market.

The dynamics of our trade portfolio will be compared to the dynamics of the
S&P 500 index and the dynamics of the portfolio if the decision-making was
based on the simple auto-regression model (while the trading rules A and B are
retained), (6):

r∗t = αt + βt ∗ rt−1, (6)

where
r∗t - forecast value of the logarithmic return of the stock for the trading day t,
αt, βt-auto-regression coefficients,
rt−1- logarithmic return of the stock for the trading day t-1.

4 Results

Now we present some of the results of the forecasting using the Levenberg-
Marquardt and the Haken ANNs. Due to the limited space of this paper we
demonstrate here only most successful examples.

Figure 1 demonstrates relative dynamics of our virtual portfolio (red line) us-
ing the Levenberg-Marquardt ANN and trading Rule B (five stocks with “worst”
forecasts). Blue line is a portfolio when the decision-making is based on the auto-
regression model. Blue line is the S&P 500 index. The horizontal axis is time
and t indicates trading days. The vertical axis displays the value of the portfolio
with the initial value of 1.

Figure 2 demonstrates relative dynamics of our virtual portfolio (red line)
using the Haken ANN with the PCA pre-processing and trading Rule B (one
stock with the “worst” forecast). Blue line is a portfolio when the decision-
making is based on the auto-regression model. Green line is the S&P 500 index.
The horizontal axis is time and t indicates trading days. The vertical axis displays
the value of the portfolio with the initial value of 1.

Figure 3 demonstrates relative dynamics of our virtual portfolio (red line)
using the Herman Haken ANN with the ICA pre-processing and trading Rule A
(one stock with the “best” forecast). Blue line is a portfolio when the decision-
making is based on the auto-regression model. Green line is the S&P 500 index.
The horizontal axis is time and t indicates trading days. The vertical axis displays
the value of the portfolio with the initial value of 1.
2 Note that in this model we use only long positions, short selling is not allowed.
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Fig. 1.

Fig. 2.

Fig. 3.

5 Conclusions

Using of pre-processing techniques of the ICA and PCA with the ANNs proved
to be a reliable decision-support mechanism for trading on the liquid stock mar-
ket. Dynamics of the subsequent portfolios outperform portfolios which follow
simple auto-regression forecast or linked to the stock index. Furthermore, the
Levenberg-Marquardt and Haken ANNs displayed the ability to reveal the “mean
reversion” phenomenon in the complex market data and use it for future fore-
casts.

However, despite the success of the Levenberg-Marquardt and the Haken
ANNs and proper pre-processing techniques we still face difficulties in mak-
ing up a strategy which will guarantee robust and stable growth of the portfolio
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over continuous period of time. Moreover, more theoretical research is needed to
justify the argument that it is the neural network decision-making mechanism
which is used by traders in real life. It is also obvious that more in-depth study
is needed to explain the phenomenon of “mean reversion”. Some of these issues
will be the topics of the future research.
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Abstract. Matrix factorization methods have proved to be very efficient
in collaborative filtering tasks. Regularized empirical risk minimization
with squared error loss function and L2-regularization and optimiza-
tion performed via stochastic gradient descent (SGD) is one of the most
widely used approaches.

The aim of the paper is to experimentally compare some modifications
of this approach. Namely, we compare Huber’s, smooth ε-insensitive and
squared error loss functions. Moreover, we investigate a possibility to
improve the results by applying a more sophisticated optimization tech-
nique — stochastic meta-descent (SMD) instead of SGD.

Keywords: collaborative filtering, matrix factorization, loss functions.

1 Introduction

Recommender systems are widely used in online shops and services such as
Amazon, Netflix, Google Video and Google News. Collaborative Filtering (CF)
is one of successful approaches to build such systems. During the Netflix Prize
Challenge the matrix factorization methods attracted a lot of attention and
proved to be very efficient.

A considerable portion of practical problems in the field deals with explicit
user feedback: users watch movies and explicitly rate them afterwards. Our task
is to recommend some new items to the user, which he or she hasn’t seen yet.

The general idea behind factor models implies that it is possible to find user-
and item-vectors which characterize the user’s tastes and items in such a way
that their dot product approximates the user’s rating of an item. After that, the
items with highest predicted user’s rating are recommended to him.

Usually these vectors are found via regularized empirical risk minimization
with squared error loss and L2-regularization. The stochastic gradient descent
(SGD) has become the most popular technique for this optimization.

The question we address is the following: Is there a better choice of a loss func-
tion and an optimization algorithm, which can result in better recommendation
performance?

In order to answer the question we compare Huber’s [1] and smooth ε-
insensitive [2] loss functions in comparison with squared error loss.

Stochastic meta-descent (SMD) [3] is a more elaborated algorithm which can
substitute SGD in this combination.

S.O. Kuznetsov et al. (Eds.): PReMI 2011, LNCS 6744, pp. 358–363, 2011.
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2 Model

Let us denote a rating matrix as X (n×r), with rows and columns corresponding
to the users and items, respectively. Elements of X are real numbers or a special
sign ∗ which is used if the value of corresponding rating is unknown.

We associate vectors from R
k with i-th user and j-th item: ui and mj , corre-

spondingly.
Our model is based on the idea that it is possible to find such ui and mj that

the product ui · mT
j represents the i-th user rating of the j-th item:

∀i, j : Xij �= ∗ Xij ≈ ui · mT
j

It is convenient to formalize the task as a problem of discrepancy minimization
between X and its approximation U×MT in the cells with known values. In order
to do this we introduce a nonnegative loss function L. This function penalizes
divergence between predictions and actual values.

More formally, our task is to find U and M , which will minimize divergence
for the available data:

(U, M) = argmin
1
T

∑

i,j:Xij �=∗
L(Xij , ui · mT

j ),

where T is the number of observed cells in X .
In order to avoid overfitting, a special term is introduced in the target function.

Usually it penalizes complex models. We use a L2 regularization term:

(Û , M̂) = argmin

⎛

⎝ 1

T

∑

i,j:xij �=∗
L(xij , ui · mT

j ) + λu

∑

i

ui · uT
i + λm

∑

j

mj · mT
j

⎞

⎠

, where L : R × R → R
+ is the loss function.

3 Loss Functions

We consider the following loss functions (they are described in [4]) L(x, x̂):
squared error

L(x, x̂) =
1
2

(x − x̂)2

smooth ε-insensitive loss [2]

L(x, x̂) = log
(
1 + ex−x̂−ε

)
+ log

(
1 + ex̂−x−ε

)

Huber’s robust loss [1]

L(x, x̂) =

{
1
2 (x − x̂)2 , |x − x̂| ≤ σ

σ
(|x − x̂| − 1

2σ
)
, otherwise
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Huber’s loss function is not as sensitive to outliers as squared error loss func-
tion. In addition to robustness to outliers, ε-insensitive loss is insensitive to an
additive noise with amplitude up to ε.

4 Optimization

Both optimization techniques we describe follow the same principle: given rating
Xij , they perform gradient descent in factors ui and mk. Instead of minimizing
previously discussed target function, they minimize its stochastic approximation:

Fij = L(xij , ui · mT
j ) + λuui · uT

i + λmmj · mT
j

4.1 SGD

SGD was described by Simon Funk1 and modified in [5].
Input: X, λu, λm, optimization steps ηu, ηm, number of iterations K
Output: U , MT

Initialize U and MT with small random values;
i ← 0
while i < K do

foreach i, j : xij �= ∗ do
foreach l ∈ 1 : k do

uil ← uil − ηu · ∂Fij

∂uil

mjl ← mjl − ηm · ∂Fij

∂mjl

end
end
i ← i + 1

end
Algorithm 1. SGD scheme

4.2 SMD

Stochastic Meta-Descent (SMD) is an online optimization method described in
[3]. It can be considered as an improvement of SGD, since it can be reduced to
SGD via proper parameter setting. The main difference is that each optimized
coordinate has its own step size which is adjusted simultaneously with regular
optimization.

The application of this method requires an ability to perform fast multiplica-
tion of Hessian of Fij by an arbitrary vector. This can be achieved in our case
since the Hessian can be represented as a sum of a diagonal, a block-diagonal
and a rank-1 matrixes.

We omit the description of the method and its adaptation to the optimization
problem due to lack of space.
1 Netflix Update: Try This at Home,
http://sifter.org/~simon/journal/20061211.html
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4.3 Meta-optimization

Each combination of loss function and optimization technique has several param-
eters which are to be determined before model training, e.g. optimization rates
ηu, ηm, regularization coefficients λu, λm, parameters of loss functions such as
ε and σ. However, there is no commonly adopted approach for their selection in
literature. In paper [5] a grid search is used to find optimal parameters. Another
approach is to use derivative-free optimization to adjust the parameters on a
small subset of available data. Similarly to [6] we use Nelder-Mead method for
tuning these parameters.

The initial values of parameters in our experiments are presented in Table 1;
the number of iterations used for SGD, SMD and Nelder-Mead was equal to 25.

Table 1. Initial parameters

ηu ηm λu λm σ ε μ (SMD) ν (SMD)

0.01 0.01 0.02 0.02 6.7 0.03 0.08 0.9

5 Evaluation

The authors of [7] thoroughly discuss the main evaluation criteria used in col-
laborative filtering. We use three of them: RMSE (Rooted Mean Square Error),
MAE (Mean Absolute Error) and Precision-N.

The first two criteria characterize how good we approximate X via product
of U and MT :

RMSE =

⎛

⎝ 1
T

∑

i,j:xij �=∗

(
xij − ui · mT

j

)2
⎞

⎠

1
2

MAE =
1
T

∑

i,j:xij �=∗

∣∣xij − ui · mT
j

∣∣

They have several drawbacks [7]. The main problem is that they evaluate the
performance of approximation, not recommendations. For this reason, we also
use Precision-N criterion.

A trained model can sort the items recommended to the user in the order of
descending predicted rating.

For a particular user, Precision-N is a ratio of items with real rating above a
predefined threshold t among N items with the highest predicted rating.

Precision-N = Average

(
1

N
|{items with rating not less than t among top-N}|

)

In our experiments we used Precision-5 with t = 4.
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Fig. 1. Performance vs. k

6 Experiments

In the experiments we used an open dataset provided by MovieLens group . It
contains about 1 million ratings of 3900 movies obtained from 6040 users.

The dataset was randomly split into 10 approximately equal parts. For each
k ∈ [1..10] the evaluation process consisted of two steps.

First of all, during the meta-optimization step the parameters that optimize
target criterion (RMSE, MAE or Precision-5) were calculated for one part of data
while learning on eight other parts were chosen. After that, these nine parts were
used as training data and the evaluation was performed on the previously unused
part.

This process was repeated until all the parts were used as test sets. The results
were averaged and are depicted in Figure 1.

We ensured that for every combination tested we used the same learning,
validation and test sets, initial approximations for U and M (for fixed k) and
the number of meta-optimization and optimization iterations.

The source code is available on http://github.com/n0mad/Demoniac.
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7 Discussion

As seen from figures, loss functions that are close to L2 (Huber’s and squared er-
ror loss) unsurprisingly result in a better RMSE performance. Similarly, smooth
ε-insensitive loss (which approximates L1 loss) achieves a better MAE perfor-
mance.

More importantly, our experiment has shown that none of the considered mod-
ifications did significantly improve Precision-5 in comparison with the standard
approach. Thus, taking into consideration simplicity of implementation and lack
of additional parameters SGD with L2 loss and regularization seems to be the
best choice.
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Abstract. A method for simultaneous non-Gaussian data clustering,
feature selection and outliers rejection is proposed in this paper. The pro-
posed approach is based on finite generalized Dirichlet mixture models
learned within a framework including expectation-maximization updates
for model parameters estimation and minimum message length criterion
for model selection. Through a challenging application involving texture
images discrimination, it is demonstrated that the developed procedure
performs effectively in avoiding outliers and selecting relevant features.

1 Introduction

Clustering is an important problem in data mining, pattern recognition, com-
puter vision and machine learning applications. It is well-known that this prob-
lem becomes more challenging in the presence of outliers and irrelevant features
which may compromise the final clustering models [1]. A good clustering model
should be sensitive to the extracted features but not to the noise (i.e outliers). A
challenging problem in this case is to determine if all the features are necessary
and relevant for the clustering task. Over the last few years, there has been a
surge of interest in unsupervised feature selection. While the volume of literature
on the subject is notably smaller than the literature related to the supervised
case, there is nonetheless a steady stream of interesting approaches (see, for in-
stance, [2,3]). All these approaches, however, assume noiseless data that contain
only inliers. The approach proposed in [2] was among the earliest, but was based
on two main assumptions namely the independency of the features supposed to
follow Gaussian distributions. These assumptions have been relaxed then in one
of our previous works using generalized Dirichlet mixture models [3].

The current paper sets out to add robustness to the unsupervised feature
selection approach that we have proposed in [3] by automatically detecting po-
tential outliers. This is well-known to be a challenging condition for all learning
algorithms which may have significant impact on the effectiveness of statistical
modeling. The main goal is to accurately identify outliers and remove their ef-
fect from the rest of the model fitting. It is worth commenting that the main
contribution of the proposed work is that the outliers effects are estimated si-
multaneously with the features weights and the model’s parameters.

S.O. Kuznetsov et al. (Eds.): PReMI 2011, LNCS 6744, pp. 364–369, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Simultaneous Non-gaussian Data Clustering 365

The rest of this paper is organized as follows. After introducing our model
and justifying its use and how it can be learned in Section 2, we illustrate the
proposed approach on a real application which concerns texture images discrim-
ination in Section 3. Finally, we conclude the paper with a summary of the work
in Section 4.

2 Unsupervised Feature Selection and Outliers Rejection

2.1 The Model

Let us consider a data set of N vectors X = {X1, . . . , XN}, where each Xi =
(Xi1, . . . , XiD) is a D-dimensional vector of features representing a given image,
for instance. Set of vectors generally contains examples that belong to many
clusters and can be modeled by a finite mixture of distributions

p(Xi|Θ) =
M∑

j=1

pjp(Xi|θj) (1)

where pj > 0, are the mixing proportions, M is the number of mixture compo-
nents, and Θ = {P = (p1, . . . , pM ),θ = (θ1, . . . , θM)} is the set of parameters
in the mixture model. A critical problem in this case is the choice of the prob-
ability density function p(Xi|θj) to represent each component. In [3], we have
shown that the generalized Dirichlet distribution offers the unusual luxury that
by a simple transformation we go from one space to another one where all the
variables are independent and follow Beta distributions [4,5]. This allows us to
easily formalize the fact that different features may have different weights by
approximating a generalized Dirichlet mixture as following [3]

p(X i|Θ) =
M∑

j=1

pj

D∏

d=1

(
ρdp(Xid|αjd, βjd) + (1 − ρd)p(Xid|αd, βd)

)
(2)

where Θ = {P , {ρd}, {αjd, βjd}, {αd, βd}} is the set of all the model parame-
ters, ρd represents the probability that the dth feature is relevant for clustering,
p(Xid|αjd, βjd) is a Beta distribution that represents a feature Xid when it is
relevant, and p(Xid|αd, βd) is an univariate Beta with parameters αd, βd and can
be viewed as a common background distribution to explain nonsalient features.
It is noteworthy that in the previous model no knowledge is available as to which
vector Xi is not representative (i.e. an outlier) and then is not really generated
from our assumed statistical model. Model selection, feature selection and pa-
rameters estimation are generally dramatically affected by outliers. Thus, it is
crucial to extend the model in Eq. 2 to handle outliers. We approach this prob-
lem by incorporating an auxiliary outlier component to which we associate a
uniform density 1 into the model:
1 Supposing that the outliers follow a uniform distribution is a reasonable common

assumption that have been considered in several computer vision and pattern recog-
nition applications (see, for instance, [6,7]).
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p(Xi|Θ) =
M∑

j=1

pj

D∏

d=1

(
ρdp(Xid|αjd, βjd) + (1 − ρd)p(Xid|αd, βd)

)
+ pM+1U(Xi)

(3)
where pM+1 = 1 −∑M

j=1 pj is the probability that Xi was not generated by
the central mixture model and U (X i) is a uniform distribution common for all
data to model isolated vectors which are not in any of the M clusters and which
show significantly less differentiation among clusters. The previous model can
be viewed as a way to robustify unsupervised feature selection to learn the right
meaning from the right observations (i.e inliers). Notice that when pM+1 = 0
the outlier component is removed and the previous equation is reduced to Eq. 2.

2.2 Model Learning

A well-known approach for unknown parameters estimation is the technique
of maximum likelihood (ML) which properties have been extensively examined
in the past. Using ML the parameters are estimated by maximizing the log-
likelihood function as following

Θ̂ = arg max
Θ

{
log p(X|Θ) =

N∑

i=1

log
[ M∑

j=1

(
pj

D∏

d=1

(
ρdpjd(Xid) + (1 − ρd)p(Xid)

))

+ pM+1U(Xi)
]}

(4)

where pjd(Xid) = p(Xid|αjd, βjd) and p(Xid) = p(Xid|αd, βd), which gives us

pj =
∑N

i=1 p(j|Xi)
N

j = 1, . . . , M + 1 (5)

where

p(j|X i) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

pj
∏D

d=1

(
ρdpjd(Xid)+(1−ρd)p(Xid)

)

∑
M
j=1

(
pj
∏

D
d=1

(
ρdpjd(Xid)+(1−ρd)p(Xid)

))
+pM+1U(X i)

if j = 1, . . . , M

pM+1U(X i)

∑M
j=1

(
pj
∏D

d=1

(
ρdpjd(Xid)+(1−ρd)p(Xid)

))
+pM+1U(X i)

if j = M + 1
(6)

is the posterior probability that a vector Xi will be considered as an inlier and
then assigned to a cluster j, j = 1, . . . , M or as an outlier and then affected to
cluster M + 1 which allows to safeguard against erroneous feature selection. De-
tails about the estimation of the other parameters namely αjd, βjd, αd, βd and
ρd can be found in [3]. It is desirable to determine the simplest model that can
explain the data accurately. It is noteworthy that the simplicity is measured in
our case by the number of mixture components and the number of relevant fea-
tures. The simplest model can be viewed as the one that maximizes the message
length, to reach an acceptable balance between model complexity and goodness
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of fit. Details and discussions about the computation of the message length can
be found in [4,3].

Algorithm

For each candidate value of M :

1. Set ρd ← 0.5, d = 1, . . . , D, j = 1, . . . , M and initialization of the rest of
parameters 2.

2. Iterate the two following steps until convergence:
(a) E-Step: Update p(j|Xn) using Eq. 6.
(b) M-Step: Update the pj , ρd, βjd, αjd, βd and αd as proposed in [3].

3. Calculate the associated message length [3].
4. Select the optimal model that yields the smallest message length.

3 Experimental Results: Texture Discrimination

The problem of texture discrimination has been the subject of several studies in
the past (see, for instance, [8,9]). Several texture descriptors have been proposed
[10] and applied to several problems such as industrial surface inspection and
content-based image retrieval. We shall not elaborate further on the different ap-
proaches that have been proposed to model textures which is clearly beyond the
scope of this paper. Rather we focus on an important texture feature extraction
approach that has received a lot of attention recently. This approach is based on
the representation of texture using visual dictionary obtained through the quan-
tization of the appearance of local regions, described by local features, which
gives characteristic texture elements generally called textons (see, for instance,
[11]).

For our experimental evaluation, we use the KTH-TIPS [12] texture data set
which is composed of 10 texture classes with 81 images per class (see Fig. 1).
We add to this data set 20 different images, taken from different classes of the
MIT vistex texture data set, which will be considered as outliers (see Fig. 2). An
important step in our application is the extraction of local features to describe
the textures. In our case we use the approach proposed in [11] which uses n× n
pixel compact neighborhoods as image descriptors. Using this approach each tex-
ture pixel is described by an n2-dimensional vector which represents the pixel
intensities of its n × n square neighborhood. Following [11], we use n = 7, thus

Fig. 1. Examples of images from the 10 different classes in the KTH-TIPS data set

2 The initialization is based on the K-Means algorithm and the method of moments
by considering that M + 1 clusters are present in the data.
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Fig. 2. Sample images from the Vistex data set

each pixel is represented by a 49-dimensional vector. Then, we construct a global
texton vocabulary via the clustering of the different descriptors. In particular,
we extract 10 textons using K-Means (i.e. the textons are actually the K-Means
cluster centers) for each texture class and then concatenate the textons of the
different classes to form the visual vocabulary. Thus, the vocabulary size is 100.
Once the vocabulary of textons is built, each texture image can be represented
then by a vector of frequencies which we normalize.

Evaluation results by considering different clustering scenarios and by com-
paring generalized Dirichlet mixture (GDM) and Gaussian mixture (GM) are
summarized in table 1. It is noteworthy that in both cases (GDM or GM), we
were able to find the exact number of clusters only when we have rejected the
outliers. According to the results in table 1 it is clear that the GDM outper-
forms the GM which is actually an expected result taking into account the fact
that the features vectors are proportional vectors for which the GDM is one of
the best choices. It is clear also that feature selection improves the clustering
performance especially when combined with outliers rejection.

Table 1. Clustering results for the KTH-TIPS data set by considering different sce-
narios. Clust denotes clustering without feature selection and outliers rejection, FS
denotes feature selection and OR denotes outliers rejection.

Clust Clust+FS Clust+OR Clust+FS+OR

GDM 72.23% 74.88% 74.31% 76.77%
GM 68.76% 70.13% 70.02% 72.22%

4 Conclusion

The goal of the proposed work is to tackle simultaneously two of the chief obsta-
cles to effective clustering namely the presence of outliers and irrelevant features.
Our approach is based on extending the unsupervised feature selection technique
that we have previously proposed in [3] to take into account outliers. The merits
of the proposed framework have been shown via the clustering of texture images.
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Abstract. Although most of the clustering literature focuses on one-
sided clustering algorithms, simultaneous clustering has recently gained
attention as a powerful tool that allows to circumvent some limitations
of classical clustering approach. Simultaneous clustering methods per-
form clustering in the two dimensions simultaneously. In this paper, we
introduce a large number of existing simultaneous clustering approaches
applied in bioinformatics as well as in text mining, web mining and in-
formation retrieval and classify them in accordance with the methods
used to perform the clustering and the target applications.

Keywords: Simultaneous clustering, Biclusters, Block clustering.

1 Introduction

Simultaneous clustering, usually designated by biclustering, co-clustering, 2-way
clustering or block clustering, is an important technique in two-way data anal-
ysis. A number of algorithms that perform simultaneous clustering on rows and
columns of a matrix have been proposed to date. The goal of simultaneous clus-
tering is to find sub-matrices, which are subgroups of rows and subgroups of
columns that exhibit a high correlation. This type of algorithms has been pro-
posed and used in many fields, such as bioinformatique [23], web mining [8], text
mining [3] and social network analysis [18]. A wide range of different articles
were published dealing with different kinds of algorithms and methods of simul-
taneous clustering. Comparisons of several biclustering algorithms can be found,
in [23] and [27]. However, these comprehensive surveys focus only on algorithms
used to genetic data analysis. In this paper, we give a brief description of a
large number of existing approaches to biclustering including approaches based
on mixture model, and those based on information theory.

2 Simultaneous Clustering Problem

Clustering is the grouping together of similar subjects. Standard clustering tech-
niques consider the value of each point in all dimensions, in order to form group
of similar points. This type of one-way clustering techniques is based on similar-
ity between subjects across all variables.

S.O. Kuznetsov et al. (Eds.): PReMI 2011, LNCS 6744, pp. 370–375, 2011.
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Simultaneous clustering algorithms seeks “blocks” of rows and columns that
are interrelated. They aim to identify a set of biclusters Bk(Ik , Jk), where Ik is
a subset of the rows X and Jk is a subset of the columns Y. Ik rows exhibit
similar behavior across Jk columns, or vice versa and every bicluster Bk satis-
fies some criteria of homogeneity. A biclustering method may assume a specific
structure and data type. Madeira and Oliveira introduce in their survey [23]
some biclustering structures defined by : single bicluster, exclusive rows biclus-
ters, exclusive columns biclusters, nonoverlapping biclusters with tree structure,
and arbitrarily positioned overlapping biclusters. Biclusters can be with constant
values, with constant values on rows or columns, with coherent values or with
coherent evolution. There are many advantages in a simultaneous rather than
one way clustering (table 1). In fact, simultaneous clustering may highlight the
association between the row and column clustering that appears from the data
analysis as a linked clustering. Furthermore, it allows the researcher to deal with
sparse and high dimensional data matrices [2]. Simultaneous clustering is also
an interesting paradigm for unsupervised data analysis as it is more informa-
tive, has less parameters, is scalable and is able to effectively interwine row and
column information.

Table 1. Comparison between Clustering and Simultaneous clustering

Clustering Simultaneous Clustering

- applied to either the rows or the - performs clustering in the two
columns of the data matrix separately dimensions simultaneously
⇒ global model. ⇒ local model.
- produce clusters of rows or seeks blocks of rows and
clusters of columns. columns that are interrelated.
- Each subject in a given subject - Each subject in a bicluster is selected
cluster is defined using all the using only a subset of the variables
variables. Each variable in a variable and each variable in a bicluster is selected
cluster characterizes all subjects. using only a subset of the subjects.
- Clusters are exhaustive - The clusters on rows and columns should

not be exclusive and/or exhaustive

3 Simultaneous Clustering Approaches

A survey of simultaneous clustering algorithms applied on biological data has
been given by Madeira and Oliveira in 2004 [23]. These alogorithms are based
on five approaches : Iterative Row and Column Clustering Combination (IR-
CCC), Divide and Conquer (DC), Greedy Iterative Search (GIS), Exhaustive
Bicluster Enumeration (EBE) and Distribution Parameter Identification (DPI).
The IRCCC approach consists to apply clustering algorithms to the rows and
columns of the data matrix, separately, and then to combine results using some
sort of iterative procedure. The algorithms based on DC approach begin with
the entire data in one block (bicluster) and identifies biclusters at each iteration
by splicing a given block into two pieces. GIS approach creates biclusters by
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adding or removing rows/columns from them, using a criterion that maximizes
the local gain. EBE approach identifies biclusters using an exhaustive enumera-
tion of all possible biclusters in the data matrix. DPI approach assumes that the
biclusters are generated using a given statistical model and tries to identify the
distribution parameters that fit the available data, by minimizing a certain cri-
terion through an iterative approach. All the algorithms presented in this survey
analyze biological data from gene expression matrices. Given that there are a
number of algorithms based on bipartite graph model ([12] [3]), mixture model
[26] and information theory ([13] [30]), which are applied in other fields such
as text mining, web mining and information retrieval, we propose to categorize
simultaneous clustering methods into five categories : bipartite Graph methods,
variance minimization methods, two-way clustering methods, motif and pattern
recognition methods and probabilistic and generative methods.

– The bipartite graph methods consists in modeling rows and columns as a
weighted bipartite graph and assigning weights to graph edges using simi-
larity measure techniques. The created bipartite graph is then partitioned
in a way that minimizes the cut of the partition, i.e. the sum of the weights
of the crossing edges between parts of the partition. In [38], the authors cre-
ated a word-document bipartite graph. The graph was partitioned using a
partial singular value decomposition of the associated edge weight matrix of
the bipartite graph. Dhillon [12] used the spectral method for partitioning
the bipartite graph constructed in the same way as in [38]. [28] proposed
an isoperimetric co-clustering algorithm (ICA) for partitioning the word-
document matrix. ICA used the same model than spectral partitioning but
instead of searching the solutions of the singular word-document system of
linear equations, it converts the system to a nonsingular system of equa-
tions which is easier to solve. The bipartite graph methods are also used for
gene expression analysis. One example is Statistical-Algorithmic Method for
Bicluster Analysis (SAMBA) [31].

– The variance minimization methods define clusters as blocks in the ma-
trix with minimal deviation of their elements. This definition has been al-
ready considered by Hartigan (1972) [20] and extended by Tibshirani et al.
[33]. Some examples are the δ-cluster methods, such as δ-ks clusters [7],
δ-pClusters [35] and δ-biclusters [10], which search for blocks of elements
having a deviation below δ. FLexible Overlapped biClustering (FLOC) intro-
duced by [36] extend Cheng and Church δ-biclusters by dealing with missing
values.

– Two-way clustering methods use one-way clustering such as kmeans [32]
[17] [9] [26], Self Organizing Maps [5], Expectation-Minimization algorithm
[16] or an hierarchical clustering algorithm [15] to produce clusters on both
dimensions of the data matrix separately. One-dimension results are then
combined to produce subgroups of rows and columns called biclusters. These
methods identify clusters on rows and columns but not directly biclusters.
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– Motif and pattern recognition methods define a bicluster as samples sharing
a common pattern or motif. To simplify this task, some methods discretize
the data such as xMOTIF [25] or binarize the data such as Bimax [27].
Order-Preserving SubMatrices (OPSM) [4] searches for blocks having the
same order of values in their columns. Spectral clustering (SPEC) [37] per-
forms a singular value decomposition of the data matrix after normalization.
Contiguous column coherent (CCC biclustering) [24] is a method for gene
expression time series, which finds patterns in contiguous columns.

Table 2. Simultaneous clustering algorithms

Algorithm Application Approach Data type

Two-way splitting [20] Other Variance minimization Continuous
CROEUC [17] Other Two-way clustering Continuous
CROKI2 [17] [9] Other Two-way clustering Categorical
CROBIN [17] Other Two-way clustering Binary
CTWC [15] Bioinformatique Two-way clustering Continuous
Plaid Models [22] Bioinformatique Probabilistic and generative Continuous
δ-biclusters [10] Bioinformatique Variance minimization Continuous
δ-ks patterns [7] Bioinformatique Variance minimization Continuous
ITWC [32] Bioinformatique Two-way clustering Continuous
DCC [5] Bioinformatique Two-way clustering Continuous
OPSM [4] Bioinformatique Motif and pattern recognition Continuous
SAMBA [31] Bioinformatique Probabilistic and generative Continuous
FLOC [36] Bioinformatique Variance minimization Continuous
Spectral [37] Bioinformatique Motif and pattern recognition Continuous
IT [13] Text Mining Probabilistic and generative Continuous
BSGP [12] Text Mining Bi-partite Graph Categorical
cHawk [1] Bioinformatique Bi-partite Graph Continuous
[30] Other Probabilistic and generative Categorical
Block-EM [16] Other Two-way clustering Continuous

binary
Block-CEM [16] Other Two-way clustering Continuous

binary
Cemcroki2 [26] Other Two-way clustering Categorical

– Probabilistic and generative methods use model-based techniques to define
biclusters [21]. Probabilistic Relational Models (PRMs) [14] and their ex-
tension ProBic [34] are fully generative models that combine probabilistic
modeling and relational logic. cMonkey [29] is a generative approach which
models biclusters by Markov chain processes. Gu and Liu [19] generalized
the plaid models proposed in [22] to fully generative models called Bayesian
BiClustering model (BBC). The latter models introduced in [6] and [19]
are generative models which have the advantage that they select models us-
ing well-understood model selection techniques such as maximum likelihood.
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Costa et al. [11] introduced a hierarchical model-based co-clustering algo-
rithm. In their method the co-occurrence matrix is characterized in proba-
bilistic terms, by estimating the joint distribution between rows and columns.

The table 2 presents main simultaneous clustering algorithms dealing with
continuous, binary or categorical data, the approach they are based on and the
domain of application.

4 Conclusion

The survey presented in this work can be used by the interested researcher as a
good starting point to learn and apply some of the many techniques proposed
in the last few years, and some of the older ones. Many interesting directions for
future research have been uncovered by this review work, like the validation of
biclustering methods and the statistical significance of biclusters.
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Abstract. In this paper we analyze the topological properties of airport
network of India (ANI) using graph theoretic approach. We show that
such an analysis can be useful not only in planning the infrastructure
and growth of the air-traffic connectivity, but also in managing the flow
of transportation during emergencies such as accidental failure of the
airport, close down of the airport due to unexpected climate changes,
terrorist attacks, etc. Knowledge of the connectivity pattern and load on
various routes can also help in making judicious decisions for reduction
of flights to contain the spread of the infectious disease.

Keywords: graph theory, centrality measures, efficiency of a network.

1 Introduction

In recent years, it has been observed that new influenza strains arising in one
corner of the world spread rapidly affecting human lives across many countries
in a very short span of time. The most recent example is that of swine flu virus,
H1N1, which was first reported in April 2009 in Mexico and by August, was
declared a pandemic. The main cause of the epidemic turning into pandemic
in this case is the densely connected transportation services which have made
the world a smaller place and the main “carriers of infectious diseases”, i.e.
humans can now spread the viral diseases with a much higher rate than ever
before. With this view, here we analyze the connection topology of Airport
Network of India (ANI) which is a subset of World Airport Network. A number
of similar studies on air transportation networks have been reported both at the
national level [1,2,3] and at the international level (WAN) [4,5]. In this study
we have investigated the topological properties of ANI by representing it as a
mathematical graph: each airport corresponds to a node in the network and pairs
of airports connected by non-stop (direct) passenger flights are linked by edges.
The role of various graph centrality measures, viz., degree, betweenness, closeness
etc. to the stability of the network and the efficient flow of traffic through the
whole network has been well studied [5,6]. Here we discuss the impact on the
global efficiency of ANI by reducing connections from high-centrality nodes. Such
an analysis can help in identifying nodes (airports) whose connectivity needs to
be improved to increase revenue from tourism and developing more than one
local hubs in different regions for efficient flow of traffic in case of undesirable
situations etc.
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2 Method

Construction of ANI: For the construction of the ANI, data was collected for
a total of 84 airports in India listed in International Civil Organization Code
(ICAO) [7]. Total of 13,909 weekly direct flights from airport i to j from 9 major
airlines have been considered (Data updated Dec, 2010) [8]. This connectivity
information of flight-routes is represented by the adjacency matrix A of size
84×84, the elements of which have a value “1” or “0” depending on whether
there exists an edge (i.e., connectivity) between two nodes or not. The traffic
flow on the routes is incorporated by constructing a weighted ANI by assigning
weights on edges proportional to the number of flights, Nij , i.e., wij = Nij/N ,
where N is the total number of flights in the network. We observed that Nij =
Nji; i.e. the number of incoming and outgoing flights are the same. To analyze
the infrastructure capacity of an airport, the strength of node i is defined as
S(i) =

∑n
j=1 aijwij where aij are the elements of the adjacency matrix and wij

are the weights on the edges [9].
Measures Used in the Analysis of ANI:
Efficiency: To analyze the response of the network to external factors, viz.,
closure of an airport, we compute global efficiency [10] as Eglob(G) = 1/n(n −
1)

∑
i�=j∈G 1/dij where dij is the shortest path length between nodes i and j.

Degree: Degree of a node i is the number of nodes to which it is directly
connected and is given by ki =

∑n
j=1 aij where aij are the elements of the

adjacency matrix.
Betweenness: It is defined as the ratio of number of shortest paths passing
through i to the total number shortest paths in the network Bi =

∑
i�=j �=k

Zj−k(i) / Zj−k where Zj−k corresponds to all the shortest paths from node j
to node k and Zj−k(i) corresponds to the shortest paths from node j to node k
that pass through node i [11].
Closeness: It is defined as the reciprocal of the average shortest path between
a node i and all other nodes reachable from it. Cli = 1/

∑
j∈V dij where V is the

connectivity component which contains all the vertices in the network reachable
from vertex i. Nodes having high closeness value are most central in the network,
i.e. all other nodes can be reached easily from this node.
The normalized centrality values are obtained by dividing by the maximum value
such that all centrality values lie in the range 0 to 1.

3 Results and Discussion

ANI Exhibits Small-world and Scale-free Properties: The clustering coef-
ficient (C ) of weighted undirected ANI is 0.645 and its characteristic path length
(L) is 2.17, while the corresponding values of an equivalent randomized ANI
network is 0.18 and 2.55 respectively, i.e., CANI � Crand and LANI ∼ Lrand,
suggesting that ANI is a small-world network [12]. To analyze the distribution
of flights in ANI, we considered cumulative strength distribution, P (> S) as a
function of strength S, since ANI is small network. Double Pareto law is observed
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for the distributions of the strength, P (> S) as seen in Fig. 1 (a) with exponent
γ1

cum = 0.36 and γ2
cum = 0.71 and for betweenness measure, γ1

cum = 0.21 and
γ2

cum = 0.54 (Fig. 1 (b)). This indicates the scale-free nature of ANI, i.e., a few
nodes has very large number of connections/flights while majority of nodes have
very few connections. The properties of scale-free networks have been extensively
studied and these networks have been shown to be robust against random re-
moval of nodes but break down on targeted attacks [13]. Below we analyze the
effect of targeted removal of high centrality nodes on the overall efficiency of the
network.

Fig. 1. (a) Cumulative strength disribution and (b) cumulative betweenness exhibit
double Pareto law

The Role of High Centrality Nodes in ANI: In the event of disease spread
it would be most desirous to identify crucial airports and routes to restrict trans-
mission of disease and avoid a pandemic situation. However, complete close down
of important airports or important routes is not economically viable. This led
us to analyze the effect of fractional reduction of flights from an “important”
airport on the overall efficiency of the network. Such an analysis would not only
be useful in containing/delaying the spread of disease during an eventuality but
also to assess the loss of connectivity during closure of certain airports/routes
in unavoidable weather conditions, accidental failures etc. Preliminary analysis
of our results has been presented in our earlier work [14].

Analysis of High Degree Nodes: In Table 1 is shown the comparison of top
10 airports listed based on their centrality values. It is clear from the table that
Delhi, Mumbai and Kolkata top the list, these three being local hubs for northern,
western, and eastern regions of India, respectively. The fall in connectivity in
top 10 high-degree airports is ∼ 80.5%, while the drop in its strength (i.e. total
number of flights from it) is ∼ 89.5%, clearly bringing out the effect of large
number of flights on certain routes. In Fig. 2 the global efficiency of ANI is
computed as a function of reduction of edges (routes) from six airports selected
based on their strength. It has been shown that centrality of an airport and
the socio-eonomic factors of that city are highly correlated [15]. Delhi being the
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Table 1. Top 10 airports with high centrality values

Strength Si Degree ki Closeness Cli Betweenness Bi City Cases

New Delhi 352 New Delhi 51 New Delhi 0.75 New Delhi 0.472 New Delhi 3703
Mumbai 314 Mumbai 48 Mumbai 0.70 Mumbai 0.400 Mumbai 3000
Bengaluru 167 Kolkata 33 Kolkata 0.63 Kolkata 0.220 Chennai 1935
Kolkata 141 Bengaluru 25 Bengaluru 0.62 Bengaluru 0.130 Bengaluru 1643
Chennai 138 Chennai 23 Hyderabad 0.58 Chennai 0.100 Trichy 1317

Hyderabad 95 Hyderabad 21 Chennai 0.57 Hyderabad 0.080 Chandigarh 1300
Ahmedabad 62 Ahmedabad 17 Ahmedabad 0.57 Guwahati 0.050 Jaipur 1008
Guwahati 53 Goa 13 Goa 0.56 Kochi 0.030 Hyderabad 773
Kochi 44 Kochi 11 Guwahati 0.55 Ahmedabad 0.010 Lucknow 673
Goa 37 Guwahati 10 Kochi 0.51 Goa 0.006 Ahmedabad 275

capital and well connected to all the parts of the country, we observe that on
reducing flights from Delhi has maximum effect on the global efficiency of ANI,
followed by Mumbai which is the financial capital of the country. On completely
removing flights from either of these two airports, the overall efficiency of the
network falls by ∼ 35% as seen in Fig. 2 resulting in disconnected clusters of
airports. However, in the southern part of India, the traffic flow seems to be well
distributed among the three local hubs, viz., Hyderabad, Chennai and Bengaluru
(sharing about 30-50% direct flights). Removal of any one of these airports does
not have any signifiant reduction in the efficiency of ANI. Though their centrality
values are high, their importance in the network is reduced beause of the presence
of other two local hubs in southern region which provide alternate flight-routes.
Developing more than one local hub would not only ease the traffic flow but also
develop healthy competition among airports resulting in improved infrastructure,
reduced fares etc. as suggested by Malighetti et al [5].

The spread of infectious diseases through transportation network has become
quite evident over the years. It may be noted from Table 1 that all the cities
reported having high number of swine flu have either direct international flights
or are directly connected to one having international flights, suggesting multi-
ple entry points in the country. A strong correlation between cases and flights
(Fig. 3), indicates the role of air transportation in the spread of disease. Thus,
appropriately choosing airports/routes for reducing flights can result in reduc-
ing the impact. For example, on removing flights to Kolkata, the whole eastern
region can be excluded.
Analysis of High Betweenness Nodes: From Table 1 it is clear that most
high-degree nodes also have high betweenness values. It would be interesting
to identify nodes having high betweenness value and low degree, e.g. Guwahati
(k = 10, B = 0.05) as it connects to remote places in eastern India. In Table
2 is summarized the effect of cutting off flights from Delhi to airports having
top four ranking betweeness values. On removing flights from Delhi to Kolkata,
out of 9 airports in eastern India, hop-count increases for 8 of them to reach
Delhi. Similarly, on removing the Delhi-Mumbai route, 5 airports out of 18 in
the western part of India are affected. Thus by restricting flights on certain
routes, delay in the spread of disease can be obtained. However, no such pattern
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Fig. 2. The impact on Eglobal of ANI as
a function of reduction of flights-routes
from six major hubs in ANI: Delhi,
Mumbai, Bengaluru, Kolkata, Chennai
and Hyderabad.

Fig. 3. Correlation between no. of
flights from Delhi and no. of reported
swine-flu cases (obtained from Ministry
of Health of India [16]), r = 0.84

is observed in the case of removing flights from Delhi to either Hyderabad,
Chennai, or Bengaluru. If similar local hubs are developed in western/northern
regions, connectivity can be improved which would also help in the economic
development of those regions.
Analysis of High Closeness Nodes: The closeness values indicate the accessi-
bility of an airport to any other airport in the country. For ANI we observe that
majority of airports have average closeness value (∼ 0.45), suggesting a good
inter-connectivity between cities. This measure can have important implication
in developing tourism to hill stations (e.g., Kullu Manali, Darjeeling), wild-life
sanctuaries (e.g., Corbett National Park.), historical places (e.g., Agra, Hampi)
and religious places (e.g., Puri, Tirupati) apart from improving connectivity to
major industrial cities (e.g., Jamshedpur). These airports, in general, do not have
high-degree or high-betweenness values and in some cases are not connected by
air. Their closeness values can be increased by connecting them to the nearest
local hubs. Our analysis of closeness values of various tourist spots show that
the most popular tourist spot, Goa (0.55), indeed has high closeness value but
hill-stations, e.g., Kullu-Manali (0.37) or Agatti Island (0.33) do not, suggesting
the improvement of their connectivity to improve revenue through tourism.

Table 2. The increased “hops” for airports when flights from Delhi to four high-
betweenness airports are cut-off is shown.(No. given in bracket)

Kolkata Silchar(3) Tezpur (3) Jorhat(3) Aizwal(2) Dimapur(2)
Lilabari(2) Shillong(2) Gaya(2)

Mumbai Latur(3) Solapur(3) Kandla(3) Bhavnagar(2) Nasik(2)

Chennai Madurai(2) Trichy (1)

Bengaluru Agatti(3) Mangaluru(2)
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4 Conclusion

Graph theoretic analysis of weighted ANI helps in identifying “critical” nodes,
not necessarily the ones with high connections but also the ones lying on high
traffic-routes (high betweenness) or geographically well distant nodes (high close-
ness). Analysis of these high-centrality nodes can help in improving efficiency of
ANI, tourism in the country and containing the spread of disease.
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Abstract. Clustering MTS is a difficult task that has to be performed
in several application fields. We propose a method based on the coeffi-
cients of vector autoregressive (VAR) models and differential evolution
(DE) that may be applied to sets of stationary MTS. Results from a
simulation experiment that includes both linear and non linear MTS
are displayed for comparison with genetic algorithms (GAs), principal
component analysis (PCA) and the k-means algorithm. Part of the Aus-
tralian Sign Language (Auslan) data are examined to show the compar-
ative performance of our procedure on a real world data set.

Keywords: Autoregressive distance, Cluster analysis, Differential
evolution, Multivariate time series.

1 Introduction

MTS are of chief interest in a large set of application fields, e.g. econometrics,
environmental sciences, seismology, medicine, data mining, speech recognition,
video image analysis. Surveys are for example [7] and [8,9]. Often data are col-
lected by automatic devices (sensors, electronic transaction documents, the In-
ternet) and a large amount of information is available. The standard organization
for MTS is a rectangular array with m rows (series components, variables, loca-
tions) and n columns (observations taken at regular time intervals). Clustering
is a common device which is used to reduce a large set of MTS to a smaller set
of MTS representative of homogeneous groups. We assume that data are unla-
beled, so that we have to check the existence and find the groups using only the
available data. We examine in this paper the features that may be computed
from the popular VAR model estimated matrices of coefficients. We observe for
motivating such a choice that such features are simple and effective for cluster-
ing stationary MTS and may be easily and quickly computed by least squares.
Many other features have been suggested. PCA of similarity matrices has been
proposed for developing procedures for MTS classification [17,14,1]. Extensions
of spectral measures for MTS have been discussed by [5]. The approach intro-
duced by [9] splits the clustering procedure into two steps. In the first step each
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MTS is converted into a sequence of discrete values. In the second step either the
dynamic time warping or a symmetric version of the Kullback-Leibler distance
is computed from the discrete data. Many algorithms are available to cluster
a set of features, in general a set of unlabeled data (see, e.g., [6]). Most effi-
cient specially for complicated large data set have been found the meta heuristic
methods (see, e.g., [16]) which solve the clustering problems put in terms of an
optimization problems with respect to some cluster internal validity index (see,
e.g., [3,11]). In particular the most used meta heuristic for clustering maybe are
the GAs often in the presence of multiple objective functions (see, e.g., [2]). How-
ever DE ([15]) seems more suited to deal with real valued potential solutions,
and we suggest using this method for clustering MTS. The paper is organized as
follows. In Sect. 2 the features that we use for clustering are introduced. The DE
method is illustrated in Sect. 3. In Sect. 4 a simulation study is reported that
support the use of the AR weights and DE for clustering MTS. An application
to a well-known set of real world data is presented in Sect. 5. Sect. 6 concludes.

2 The Autoregressive Weights for Multivariate Time
Series

Let xt = (x1,t, x2,t, . . . , xm,t)′, where t is a discrete valued time index, be a real
valued m-dimensional MTS which admits the VAR infinite representation

xt =
∞∑

i=1

Πixt−i + at, (1)

where the Πi are m×m matrices of coefficients and at is a m-dimensional white
noise with zero mean and variance covariance matrix Σa. Examples of such
MTS are the popular finite order stationary VAR, the invertible vector moving-
average (VMA) and the finite order stationary and invertible vector AR and
MA (VARMA) models. Given a MTS data set {x1, x2, . . . , xn} a finite order L
VAR may be fitted to xt with L large enough to obtain a good approximation of
Eqn. (1). [10] suggested a test of hypothesis for every pair of MTS in a given set
based on the VAR parameter coefficient matrices estimates Π̂i, i = 1, . . . , L. Let
π̂i be the column vector obtained by stacking the columns of Π̂i, i = 1, . . . , L.
A set of measurements that may be used to characterize the MTS is the vector
π̂ = (π̂′

1, π̂
′
2, . . . , π̂

′
L)′. These measurements may be viewed as an extension to

the multivariate framework of the AR distance index introduced by [12] for
univariate time series. We call these measurements as the features of interest
that may capture the characteristic behavior of each MTS in a given set. A
distance measure, e.g. the Euclidean metric, between two feature vectors may
be assumed as the distance between the respective MTS.

3 Differential Evolution Based Clustering

Most clustering algorithms which include centers evolution use GAs. The contri-
bution of the present paper aims at showing that DE is a better choice than GAs
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if, as it is the case with the AR distance here, chromosomes with real valued
genes are employed. DE is a population based method that evolves a popula-
tion of potential solutions through a sequence of generations. Each solution is
a vector x = (x1, x2, . . . , xm)′ ∈ Rm which at each generation undergoes the
DE process. A vector v0 (called the base vector) different from x is selected
randomly in the population. Then two other vectors v1 and v2 are randomly
selected and their difference is scaled by the scale factor F ∈ (0, 1). A new po-
tential solution u called mutant is computed u = v0 +F (v1−v2) and recombined
with the initial individual vector x to produce an offspring vector y by means
of uniform crossover. This means that each element of y is assumed equal to
the corresponding element of the mutant u with a fixed probability pc or equal
to the original element of the vector x with probability (1 − pc). Finally y re-
places x in the population if a better value of the objective function is obtained.
Basically the population size remains the same during the whole DE process.
More details and variants may be found in [13]. For implementing the examples
in the following Sect. 4 and 5 we used the Matlab code from [13] modified for
the purpose of clustering MTS. The population consists in a set of vectors with
length g × m2L, where g is the number of cluster and m2L the total number of
the VAR coefficients. Each vector encodes a sequence of g centers that represent
clusters of the sequences of AR weights computed from the MTS data set. We
implemented the fuzzy clustering method with objective function the FCM in-
dex Jm for which GAs have been proposed ([3]). The centers evolution includes
the update that takes place in the FCM algorithm as soon as the new clusters
have been defined and produces an improvement of the rate of convergence to
the optimal solution. The same device has been included in the GAs clustering
that we use for performance comparison.

4 Experiments on Artificial Data Sets

In the following simulation experiments the AR weights are computed by fitting
a VAR(L) to each artificial MTS in a given set. Then we compare the procedure
based on DE, GAs, PCA and the k-means algorithm. Comparison is made in
terms of the misclassification error rate (MSCR) and the modified Rand index
(MRI) ([4]). As a first experiment, a set of 2-dimensional artificial time series
data of length 100 has been generated as in [9] from the bivariate VARMA
models

xt − μ = Φ(xt−1 − μ) + at − Θat−1, (2)

where μ = (10, 20)′,

Φ =
(

1.2 −0.5
0.6 0.3

)
, Θ =

(−0.6 0.3
0.3 0.6

)
,

and {at} is a sequence of independent identically normally distributed vector
random variables with mean zero and variance covariance matrix

Σ =
(

1.0 0.5
0.5 1.25

)
.
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Three clusters were produced, the first one by the VAR(1) obtained by setting
in Eqn. (2) Θ = 0, the second one by the VMA(1) with Φ = 0, and the third one
by the full VARMA(1,1) model (2). The procedure suggested in Liao (2007) is
reported to produce, in 9 runs, some misclassification that arises from confusion
between the VAR(1) model and the VARMA(1,1) model. We generated 300
artificial MTS, 100 for each cluster. We run our procedure for 1000 replications
using the features computed as the AR weights obtained by fitting a VAR(2)
model to each MTS. On such features the DE, GA, PCA and k-means clustering
algorithms have been applied. The three clusters have been recovered almost
exactly by the first two algorithms. PCA and k-means produce inferior results,
with MSCR about 1% and MRI slightly less than 0.9. We run a similar but
more difficult simulation experiment by generating 3-dimensional time series
and using in Eqn. (2) a stronger AR structure and a weaker MA structure, so
as to make more likely a possible confusion between MTS in clusters 1 and 3.
We obtained the results displayed in Table 1. According to both cluster external
validity indexes the DE gives better results than GA in terms of both average
and standard error. The 3 clusters are recovered satisfactorily with MSCR about
3%, and MRI greater than 0.9. Both PCA and k-means give inferior results in all
respects. Then the proposed procedure has been checked on a set of non linear
MTS generated by 2 two-regime bivariate threshold models (VTAR). The VAR
features have been computed of order 5 and DE performance is quite satisfactory
as the cluster structure is exactly recovered while other algorithms show higher
MSCR and lower MRI. This experiment shows that our method is able to deal
with non linear as well with linear MTS. For all simulation experiments we may
explain the better performance of DE based clustering of MTS VAR coefficients
as in DE the feasible solutions are put in terms of real valued alleles. DE has been
developed since its beginning to deal with real valued solutions while theory and
practice of GAs mainly rely on binary encoding of the solutions. On the other
hand, clustering MTS by using PCA reduces the size of the data set and saves
computation time but it seems unable to distinguish between underlying models
with an accuracy comparable to GAs or DE.

Table 1. Clustering results for 3-dimensional MTS data set

Algorithm MSCR MRI

DE 0.0272 0.9227
(0.0181) (0.0383)

GA 0.0332 0.9169
(0.0527) (0.0654)

PCA 0.1005 0.8698
(0.1848) (0.2082)

k-means 0.1563 0.7880
(0.2063) (0.2201)

The standard errors of the estimates are reported in parentheses.
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5 The Australian Sign Language Data

This data consists of sample of Auslan signs. 27 examples of each of 95 Auslan
signs were captured from a native signer using high-quality position trackers.
Each vector time series has 15 components series while the length varies from
45 to 60 data points. The data have been downloaded from the UCI Machine
Learning Repository (http://archive.ics.uci.edu/ml). As in [9] only 5 samples of
each of the words ’alive’, ’all’, ’boy’, ’cold’ from the directory ’john4’ have been
used for illustration purpose and only the first 11 numeric variables are used.
However we considered only the variables 1-4 to avoid singularity of the variance
covariance matrices, as variables 5 and 6 have constant values equal to −1 and
variables 7− 11 have values that are very similar each other. The DE, GA, PCA
and k-means algorithms have been applied on the feature set which included the
VAR weights computed as the estimates of the matrix coefficients of a VAR(2)
model fitted to each one of the 20 4-dimensional MTS. On Table 2 results are
evaluated according to the MSCR and the MRI. DE outperforms the remaining
algorithms. The word ’cold’ is correctly recovered by both DE and GA for all the
5 samples. The words ’alive’ and ’all’ are recognized for 4 out of 5 samples and
the word ’boy’ for 3 out of 5 samples by DE. The GA, on the other hand, displays
some confusion between the words ’alive’ and ’boy’. The procedure suggested by
[9] too makes a specific error in mistaking one of the ’boy’ signs as an ’all’ sign.

Table 2. Clustering algorithms applied to 20 samples from the Auslan data set

Algorithm MSCR MRI

DE 0.2000 0.5136
GA 0.4500 0.2344
PCA 0.5000 0.2073
k-means 0.5500 0.1979

6 Conclusions

A method based on AR distance and DE has been proposed for clustering sta-
tionary MTS. Results from a simulation experiment seem quite satisfactory in
comparison with GAs and PCA based clustering and the k-means algorithm and
support the use of our procedure for clustering linear and non linear MTS. The
execution time for a set of 300 MTS with 100 observations each is on the average
0.359 sec for feature extraction while, for the clustering procedure, 1.578 sec for
DE, 3.094 sec for GA, 0.871 sec for PCA and 0.015 sec for k-means. So DE
seems to attain a fair trade-off between speed and performance. An application
to some data from the Auslan data set confirms the better performance of our
procedure with respect to competing alternatives.
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Abstract. In this article, we describe neuro-fuzzy models under super-
vised and unsupervised learning for selecting a few possible genes medi-
ating a disease. The methodology involves grouping of genes based on
correlation coefficient using microarray gene expression patterns. The
most important group is selected using existing neuro-fuzzy systems
[1,2,3,4,5]. Finally, a few possible genes are selected from the most impor-
tant group using the aforesaid neuro-fuzzy systems. The effectiveness of
the methodology has been demonstrated on lung cancer gene expression
data sets. The superiority of the methodology has been established with
four existing gene selection methods like SAM, SNR, NA and BR. The
enrichment of each gene ontology category of the resulting genes was cal-
culated by its P -value. The genes output the low P -value, and indicate
that they are biologically significant. According to the methodology, we
have found more true positive genes than the other existing algorithms.

1 Introduction

Gene selection refers to the task of selecting some informative genes. The goal
of gene selection algorithms is to filter out a small set of informative genes that
best explains experimental variations. It is much cheaper to focus on a small
number of informative genes, from the whole genome, that can differentially
express in various diseases. Therefore, using effective gene selection methods,
a small list of highly informative genes can be discovered from whole gene set
[6], which have direct/indirect role in causing diseases. Thus, these genes can be
utilized to construct the classifier for discriminating disease patterns. From data
mining point of view, the task of gene selection can be viewed as that of feature
selection that is widely used in data preprocessing stage [7,8]. However, gene
selection, unlike feature selection in the area of machine learning literature, is
characterized by the great difference between a huge number of genes and very
small number of samples.

Several attempts have been made during the past several years for develop-
ing methodologies or using feature selection algorithms that select informative
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genes from microarray gene expression data. These genes improve the efficiency
of the system in terms of disease prediction accuracy. The attempts include Noise
sampling method [9], Bayesian regularization model (BR) [10,11], Significance
Analysis of Microarray (SAM) [12], Signal-to-Noise Ratio (SNR) [13], Neighbor-
hood analysis (NA) [9]. Most of the above methods are claimed to be capable of
extracting a set of highly informative genes [6].

The present article is an attempt in this regard and provides neuro-fuzzy
methodology for gene selection. The methodology involves grouping of genes
using correlation coefficient, followed by selecting the most important group
using the neuro-fuzzy models. Then the most informative genes are selected
using neuro-fuzzy methods again. It is to be mentioned here that neuro-fuzzy
methods have been developed in [1,2,3,4,5] for the purposed of feature selection.
Neuro-fuzzy methodologies are applicable in data rich environment, i.e., if the
number of samples is quite large compared to the number of features. However,
in the present problem, the number of microarray measurements (samples) is
quite low compared to the number of genes (features). In order to tackle this
situation, we have proposed a way of generating more data so that neuro-fuzzy
systems can be effectively used.

Incorporation of fuzzy set theory enables one to deal with uncertainties in dif-
ferent tasks of a pattern recognition system, arising from deficiency (e.g., vague-
ness,incompleteness, etc.) in information, in an efficient manner. Artificial Neural
Networks, having the capability of fault tolerance, adaptivity, and generalization,
and scope for massive parallelism, are widely used in dealing with learning and
optimization tasks. In the area of pattern recognition, neuro-fuzzy approaches
have been attempted mostly for designing classification/clustering/feature se-
lection or extraction methodologies; the problem of gene selection has not been
addressed.

The effectiveness of the proposed methodology, along with its superior per-
formance over several of other methods, is demonstrated using one microarray
gene expression data set dealing with human lung. The performance comparison
is made using t-test and P -value (in terms of the number of enriched attributes).

2 Methodology

Here we describe the proposed methodology for gene selection. The task of gene
selection has been considered as the task of feature selection in pattern recogni-
tion literature. Since the number of genes is very large compared to the number
of measurements (samples), we have grouped the genes based on the correla-
tion coefficient. Then the groups are evaluated using neuro-fuzzy systems under
supervised (NFS) [2,3,4,5] and unsupervised (NFU) [1,3,4,5] learning, and the
most important group is selected. Finally, important genes are selected from the
most important group using NFS and NFU. For details of NFS and NFU, one
may refer to [1,2,3,4,5].

Let us consider a set X = (x1,x2, . . . ,xn) of n genes for each of which p
expression values in normal samples and q expression values in diseased samples
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are given. We now compute the correlation coefficient among these genes based
on their expression values in normal samples. Thus the correlation coefficient rij

between ith and jth genes is given by

rij =
∑p

k=1(xik
− mi) × (xjk

− mj)
(
∑p

i=1(xik
− mi)2)1/2 × (

∑p
i=1(xjk

− mj)2)1/2
(1)

Here mi and mj are the mean of expression values of ith and jth genes, re-
spectively, over normal samples. The term xik

denotes kth expression value of
ith gene. The correlation coefficient assumes values in the interval [−1, 1]. When
rij = −1 (+1), there is a strong negative (positive) correlation between ith and
jth genes. Genes with high positive correlation are placed into the same group.
The main idea of grouping is as follows. If a gene is strongly correlated with
another gene, then the expression value of one of them is linearly dependent on
that of the other. In that case, we may consider one of them as a representative
gene and ignore the other.

We now find out the groups of genes in such a way that the genes in the
same groups are strongly correlated. In order to do this, we have computed rij

(Equation (1)) for each pair of genes. If rij ≥ 0.75, then we place these genes in
the same group. In this way, the first group of genes is created. Then we continue
in the same way on the remaining genes, and the second group is created. We
proceed in this way till all the genes are placed in one of the groups. Note that
some singleton groups may also be formed by this process. Thus we have a
few groups containing the genes. This process reduces the number of genes and
hence reduces the curse of dimensionality. It is to be mentioned here that one
may choose other high value (< 1) instead of 0.75 as the threshold.

We now use NFS or NFU [1,2,3,4,5], in the next step, for selecting the most
important group. Since the number of measurements (samples) is quite low, we
need to generate more data. This will be helpful to create a data rich environment
where artificial neural networks are more effective. We proceed as follows.

After grouping, let us assume that we have K groups, viz., G1, G2, . . . , Gk, . . . ,
GK such that |Gk | = nk, ∀k. Let us also assume that a member of Gk is
represented by gk = [gk1, gk2, . . . , gkl, . . . , gkp]T such that and gk = xj , for
some value of j. Then we choose one gene for each group and form a vector
v = [v1, v2, . . . , vk, . . . , vK ]T , where vk = gkl, lth sample value. That is, the com-
ponents of vector v is the lth normal sample value of K genes that are drawn
from each group Gk. Similarly, other vs are formed by the other normal sample
values and we have a total of p such vectors for each draw of K genes, one from
each group. We thus create a set S of all such vectors from normal samples v so
that the numbers of such vectors in S is

s = |S| = p ×
K∏

k=1

nk (2)
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Similarly, another set S′ of vectors v′ is created from the diseased samples
such that

s′ = |S′| = q ×
K∏

k=1

nk (3)

Now we have two sets, S and S′ of vectors v and v′ respectively. For NFS, we
consider that normal and diseased samples form two classes, viz., normal and
diseased. We take the number of input nodes as K, and the other nodes along
which the architecture of the system is decided automatically [2,3,4,5]. In the
case of NFU, the number of input nodes is 2K, and the other nodes along which
its architecture is decided automatically [1,3,4,5]. The first K nodes receive the
vectors v as their inputs and second K nodes receive v′. Thus the number of
such presentations is s × s′. After learning in both the systems, we get weight
values representing importance of each group. Thus the most important group
is selected for which the weight value is the highest.

Once the most important group is selected, only the genes in this group are
considered. If the number of genes in the most important group is N (N <<
n), the numbers of input nodes in NFS and NFU are N and 2N , respectively.
The remaining parts of the architecture of both the systems are determined
automatically. As in the case of selection of groups, the number of classes for
NFS is 2. For NFU, the first N input nodes receive expression values of genes
(in the most important group) of normal samples and the next N nodes receive
that of diseased samples. Thus the number of presentations in NFU is p × q.
After learning, we get weight values corresponding to each gene representing
its importance. Then we select a few important genes based on the connection
weights of NFS or NFU.

3 Results

In this section, the effectiveness of the proposed methodology is demonstrated
on human lung expression data [14]. A comparative analysis with SAM, SNR,
BR, NA is also included.

We have found 6 groups, containing 1659, 1247, 1290, 741, 666, and 1526
genes respectively. The group containing 1659 genes has been selected as the most
important group by both NFS and NFU. Applying NFS and NFU, we have found
30 and 32 genes respectively. Among these genes, we have found 22 genes that
are present in both the results. Finally, we have selected 20 most important genes
based on the connection weights of NFS and NFU. These selected genes are then
evaluated for their role in causing lung cancer through computing the number
of functional enrichments. We have performed t-test for the genes identified
by other gene selection algorithms like SAM, SNR, NA and BR. But highly
significant (99.9% significance level) genes like PFKP, TYMS, IARS, and HLA-
B are not present in the first twenty selected genes by these methods. This
result suggests that NFS and NFU are able to find more significant genes than
the existing methods.
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Table 1. Comparative results on number of attributes of various sets of genes

No. of Attributes
Dataset Gene set NFS NFU SAM SNR NA BR

Lung First 5 62 80 14 21 26 27
expression First 10 75 76 13 9 15 21

Data First 15 80 82 30 14 16 16
First 20 82 75 28 13 15 16

In order to validate the results statistically, we have applied t-test on the
genes identified by NFS, NFU, SAM, SNR, NA and BR. Here we have identified
some important genes like CALCA (4.02), PFKP (5.78), TYMS (3.98), IGFBP3
(6.98), IARS (5.98), HBB (7.08), HLA-B (5.42), SFTPA2 (6.89), and TNF (4.23).
The number in the bracket indicates t-value corresponding to the gene. The t-
value of these set of genes exceeds the value for p = 0.001. It indicates that these
set of genes are highly significant (99.9% level of significance). Similarly, genes
like IGHG3 (2.67), PRKACA (2.89), SORT1 (2.76), MEN1 (3.15), SFTPA1
(2.92) and IGHM (3.25) exceeds the t-value for p = 0.01. This means that these
genes are significant at the level of 99%. Likewise, RPLP0 (2.12), SMCIL1 (2.07),
MGP (2.31), RNASE1 (2.43), SFTPC (2.37), and HLA-DRA (2.27) genes are
important at the level of 95% significance.

In our study, the enrichment of each GO category [15] for each of the genes has
been calculated by its P -value. A low P -value indicates that the genes belong-
ing to the enriched functional categories are biologically significant. Here only
functional categories with P −value < 5.0×10−5 are considered. We have made
comparative study, with other methods, viz., SAM, SNR, NA, BR in terms of
their ability to identify functionally enriched genes. Table 1 shows the number of
functionally enriched attributes corresponding to these methods for different sets
of genes. It is found that NFS and NFU performed the best. These results show
that the proposed methodology has been able to select more important genes
responsible for mediating a disease than the other methods considered here.

4 Conclusions

In this article, we have provided a methodology based on neuro-fuzzy models
for the selection of genes whose over/under expression may cause diseases. The
methodology, first of all, finds various groups of genes based on correlation val-
ues. This is followed by determining the most important group. The genes in this
groups are evaluated using NFS and NFU. This results in important genes is me-
diating development of a particular disease. The effectiveness of the methodology
is demonstrated on various gene expression data sets where each gene is treated
as a feature. The most important genes obtained by the methodology are also
verified using their P -values [15]. The superior performance of the methodology
compared to some existing ones have been shown. The results are verified using
t-test, some existing results.
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Abstract. Performance of clustering algorithms is largely dependent
on selected similarity measure. Efficiency in handling outliers is a major
contributor to the effectiveness of a similarity measure. In the present
work, we discuss the problem of handling outliers with different existing
similarity measures, and introduce the concepts of a new kind of out-
liers present in gene expression patterns. We formulate a new similarity,
incorporated in Euclidean distance and Pearson correlation coefficient,
and then use them in various clustering algorithms to group different
gene expression profiles. Assessment of the results are done by using
functional annotation. Different existing similarity measures in their tra-
ditional form are also used with clustering algorithms for performance
comparisons. The results suggest that the new similarity improves per-
formance, in terms of finding biologically relevant groups of genes, of all
the considered clustering algorithms.

1 Introduction

Clustering algorithm involves measuring similarity between a pair of objects.
Some standard similarity measures used in various clustering algorithms in-
clude Euclidean distance, various correlation coefficients, Mahalanabis distance.
Choice of a similarity measure plays an important role in the performance of a
clustering algorithm.

If the objects in a dataset are evenly distributed over the space, the aforesaid
similarity measures would be effective. On the other hand, if some of objects due
to noise or other factors, called outliers, are included in a dataset, these simi-
larity measures may not lead to good performance of the clustering algorithms.
They may be biased towards these outliers. There exist various methods for
handling such outliers. They include, among others, statistical approach [1]-[3],
distance-based approach, clustering-based approach [4]-[6], density-based local
outlier detection approach [7,5] and deviation-based approach [8].

If the expression value(s) of a single (both) gene(s) corresponding to a sample
differ much from its (their) mean expression value(s) of the other samples, then
the expression value(s) for this(ese) sample(s) differ drastically for the pair of
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genes. This gives rise to the notion of a different kind of outlier which is in-
troduced here. That is, the sample is an outlier with respect to the gene pair.
Distance/similarity measures used by different clustering algorithms are unable
to treat an outlier sample and a normal sample differently. All the samples con-
tribute equally during the measurement of distance/similarity.

In order to improve performance of the various similarity measures (including
Euclidean distance and Pearson correlation coefficient), with respect to better
ability of handling outliers, we introduce the concept of assigning weight values to
samples. Instead of using a sample value for the similarity measure, we multiply
a weight value with expression value of a sample and then use the resulting value.
Weight values are determined in such a way that possible outliers are assigned
smaller weight values (i.e., nearly equal to zero). Weight values for non outliers
are large, and are nearly equal to ‘one’. With this new similarity, Euclidean
distance or Pearson correlation coefficient involves low contribution of outlier
samples and high contribution of non outlier samples.

In order to incorporate this varying contribution, we assign a weight value
to gene expression samples. Any similarity measure that computes pair wise
distance similarity, can use the weight assignment technique for better han-
dling the outliers. For comparison, Euclidean distance with weight (WD) and
without weight (D), Pearson correlation coefficient with weight (WCorr) and
without weight (Corr), Spearman rank-order correlation coefficient (RankCorr)
and Jackknife correlation coefficient (JackCorr) are used with clustering algo-
rithms K-means [9,8,10], DCCA [11] and ACCA [12]. All the instances of these
algorithms are applied to different gene expression datasets and performances
are assessed.

2 A New Kind of Outlier

Due to error or other factors in microarray measurements, the expression profiles
for a pair of genes may be similar over all the samples except for a few. For these
few samples, expression values of the same pair of genes may differ drastically
from the other samples. In other words, the expression value(s) of a single (both)
gene(s) corresponding to the sample differ much from its (their) mean expression
value(s) over the other samples. The sample(s) for which the expression values
differ drastically for the pair of genes, give rise to the notion of a different kind
of outlier. That is, the sample is an outlier with respect to the gene pair. It
may be mentioned here that this outlier is different from the notion of outliers
already available in literature [8]. In the later case, the gene as a whole needs
to be treated as an outlier with respect to a group of genes, in contrary to the
former one where a sample is considered as an outlier corresponding to a gene
pair. This situation affects clustering if we consider similarity computation based
on expression values only. We introduce a novel methodology to take care of the
effect of such outliers.
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3 A Methodology for Handling a New Kind of Outliers

Let us consider a set of n genes X = {g1, g2, . . . , gn}, for each of which m expres-
sion values are given. Let us also consider a set of m microarray experiments/
samples (measurements) Y = {e1, e2, . . . , em}. For each experiment, we have
n expression values corresponding to n genes in X . That is, for each gene gi,
there is an m-dimensional vector xi, where xil is the expression value of gi in
lth experiment el. Similarity between gene pair (gi, gj) may be computed using
Euclidean distance D(xi, xj) or Pearson correlation coefficient Corr(xi ,xj), and
are defined, respectively, as

D(xi,xj) =

√√√√
m∑

l=1

(xil − xjl)2 (1)

and

Corr(xi ,xj) =

m∑

l=1

(xil − x̄i)(xjl − x̄j)

√√√√
m∑

l=1

(xil − x̄i)2
m∑

l=1

(xjl − x̄j)2

. (2)

Here x̄i and x̄j are mean values over m expression values of ith and jth genes
respectively.

If lth expression values of a co-expressed, co-regulated gene pair (gi, gj), corre-
sponding to an experiment el, are such that the sample is an outlier with respect
to gene pair (gi, gj), both Equations 1 and 2 may be biased towards this outlier.
That is, if we consider Equation 2 for measuring similarity, the value should
ideally be closed to 1 for a pair of co-regulated genes. Due to this outlier, the
correlation value will differ much from 1. In order to reduce this type of mislead-
ing contribution of outlier, we introduce the notion of weighting coefficient wlij

corresponding to lth expression value and gene pair (gi, gj), for all l, i, j.
We determine the weight values so as to reduce the effect of such outliers by

assigning lower weight values corresponding to the outlier samples of gene pair
(gi, gj) and a higher weight values to the other samples. In other words, higher
the difference in lth expression values of the genes in the pair (gi, gj) from their
means, lower is the value of the weight wlij . Considering Euclidean distance for
computing difference in lth expression values of both the genes gi and gj from
their means, we have

Dijl =
√

(til − t̄i)2 + (tjl − t̄j)2, (3)

where til and tjl are normalized expression values in [0, 1] of xil and xjl

respectively. Similarly, t̄i and t̄j are mean of normalized expression values, com-
puted over all the samples, of gene gi and gj respectively. Here we have consid-
ered normalized expression values in Equation 3, for keeping Dijl bounded to
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√
2 (

√
(1 − 0)2 + (0 − 1)2 =

√
2). For an outlier sample, measured value of Dijl

should be high. Weight value wlij for an outlier sample el corresponding to a pair
of gene (gi, gj) should be low. Thus relationship between Dijl and wlij should
be such that, increase in Dijl should cause decrease in wlij and vice versa.

In order to reflect such relationship between Dijl and wlij , here we consider
exponential function to define weight wlij of a sample el corresponding to a pair
of gene (gi, gj). Thus

wlij = e−α×Dijl , (4)

where α ≥ 1 is a constant. Here the value of α should be such that wlij is nearly
equal to zero for Dijl =

√
2. On the other hand, wlij should tend to one for a

non-outlier sample. In fact this happens as Dijl tends to zero for a non-outlier
sample.

Thus the weight function incorporates wlij , for each lth experiment, in Equa-
tions 1 and 2. In these Equations, xil and xjl are replaced by x

(w)
ijl = wlij × xil

and x
(w)
jil = wlij × xjl respectively. Similarly, mean values x̄i and x̄j , in Equa-

tion 2, are replaced by x̄
(w)
ijl = 1

m

∑m
l=1 wlij × xil and x̄

(w)
jil = 1

m

∑m
l=1 wlij × xjl

respectively. It is to be mentioned here that x̄
(w)
ijl �= x̄

(w)
jil , although both of them

involved the same wlijs. It is further to be noted that the terms til, tjl, t̄i and t̄j
in Equation 3 are computed using xil, xjl only. Thus we get distance WD(xi,xj)
and correlation coefficient WCorr(xi,xj) between a gene pair (gi, gj), based on
Euclidian distance and Pearson correlation coefficient respectively.

Now the problem remains with the estimation of α-value in Equation 4. This
is determined form a plot of WD or WCorr for different pairs of genes with
respect to α. From this plot, we have chosen α values at which similarity values
(WD or WCorr) get saturated.

4 Results

The effectiveness of the weight assignment method along with comparative anal-
ysis with the aforesaid similarity measures is demonstrated with K-means [9,8,10],
DCCA [11] and ACCA [12] clustering algorithms using five gene expression
datasets of Yeast. Datasets are described in Table 1. The performance of all
the algorithms is also demonstrated using P -value on functional annotation.

For gene expression data analysis, P -value of GO functional category/
attribute represents the probability of observing at least a given number of
genes, in a cluster, from a specific GO functional category/attribute. A spe-
cific GO functional category is said to be “enriched” if the corresponding P -
value is less than a predefined threshold value. A low P -value indicates that the
genes belonging to the enriched functional categories are biologically significant
in the corresponding clusters. In the present work, only attributes with P -value
< 1.0 × 10−7 are reported as enriched. A clustering solution is considered to
be more reliable if the number of enriched functional attributes obtained from
a cluster is high. In order to compare the performance of different clustering
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Fig. 1. Average number of functionally enriched attributes per cluster. (a) K-means
algorithm with WD and D, (b) K-means, DCCA and ACCA with WCorr, Corr,
RankCorr and JackCorr.

algorithms for a microarray gene expression dataset, we can use average number
of functionally enriched attributes found per cluster.

Fig. 1 shows that the performance of K-means clustering algorithm with WD
(Euclidean distance with weight) is much larger compared to K-means algo-
rithm with D (Euclidean distance but without weight) for all the five datasets.
Similarly, Fig. 1 provides the comparative analysis of the clustering algorithms
with four similarity measures and shows that WCorr (Pearson correlation coef-
ficient with weight) provides higher number of enriched attributes compared to
algorithms with all the other correlation based measures for all the five datasets.

Table 1. Short description of the datasets considered

Name (Organism) Number of Number of
genes samples

Yeast ATP (Yeast) 6215 3
Yeast PHO (Yeast) 6013 8
Yeast AFR (Yeast) 6184 8
Yeast AFRt (Yeast) 6190 7
Yeast Cho et al. (Yeast) 6457 17
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5 Conclusions

Here we have introduced the concepts of a new kind of outlier and a method-
ology to handle such outliers. New outliers are the samples with respect to a
gene pair, for which sample values show large difference from the other samples
corresponding to the gene pair. Incorporation of the notion of weight helps in
dealing with such outliers while measuring similarity between a pair of gene.

The results suggest that assignment of weight with a similarity measure im-
proves the performance of clustering algorithms in obtaining more biologically
significant clusters. The main advantage of weight assignment method is that it
is able to deal with outliers without deleting them. Weight assignment method
described here is a general framework. Thus it can be used with any distance
based similarity measure without changing the basic formulation of that simi-
larity measure.
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Abstract. In this paper, we deal with the idea of creating a devel-
opmental trend from Wnt signaling pathways of different species. Wnt
signaling pathway is involved in many crucial biological processes in-
cluding from early embryonic development to stem cell management at
later stages. The pathway varies in topology and size for each species
that gets reflected in its modules. A comparison among species-specific
pathways, taking into account the modules and pathway structure (in
terms of nodes and edges) will throw light on crucial turning points in
the development of Wnt signaling pathway. Hence, 31 species-specific
Wnt signaling pathways have been modularized by the Modularization
algorithm already developed by the authors. The modules were com-
pared among themselves to find the trend of development. The trend
established conserved modules among these pathways.

Keywords: Modularization algorithm, Evolution, Phylogenetic tree
construction, Computational Phylogenetics.

1 Introduction

In biological terms, a signal transduction pathway, is a set of established genes
and related factors, which operate in synchronous manner to create cascades of
reactions, ultimately generating a response to stimuli in vivo. From graph theo-
retical point of view, these genes and related factors can be considered as nodes
and the interactions among them as edges of a network. A pathway conceived in
such a way is open to all kind of network analysis paradigms. Network compar-
ison (by alignment) to uncover biological functions and phylogeny [1] is one of
them. Networks derived from biological pathways (gene regulatory, metabolic,
signal transduction, protein-protein interaction networks) can be aligned by size
of the network, sequence similarity of the genes/proteins, functional similarity of
the enzymes/proteins and presence of common topological structures (graphlets)
among others. One or all of these factors are considered while creating a tree
from a set of biological networks. In addition to such factors, we add another
factor named ‘modules’ [2]. Modules throw light on operational sophistication
of a network. It is dependent on two other parameters, viz., size (nodes) and
topology (interactions). A tree generated by taking these three linked parame-
ters can shed enough light on subtle changes of the network among the species,
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if not all. Here, these ideas were implemented for creating a tree from a set of
species-specific Wnt signaling pathways.

Table 1. The list of species taken from KEGG/ PATHWAY database. The database
uses a unique three letter code, viz., ‘hsa’ for H. sapiens (human) for each species along
with their biological and common names (wherever applicable).

Sl. No. Species Name Common Name KEGG Code
01 H. sapiens Human hsa
02 M. musculus Mouse mmu
03 R. norvegicus Rat rno
04 B. taurus Cow bta
05 C. familiaris Dog cfa
06 P. troglodytes Chimpanzee ptr
07 M. mulatta Rhesus Monkey mcc
08 M. domestica Opossum mdo
09 G. gallus Chicken gga
10 D. rerio Zebrafish dre
11 X. laevis African clawed frog xla
12 S. purpuratus Purple sea urchin spu
13 X. tropicalis Western clawed frog xtr
14 D. melanogaster Fruitfly dme
15 E. caballus Horse ecb
16 N. vectensis Sea anemone nve
17 A. mellifera Honey bee ame
18 D. pseudoobscura pseudoobscura - dpo
19 T. castaneum Red flour beetle tca
20 A. aegypti Yellow fever mosquito aag
21 O. anatinus Platypus oaa
22 C. elegans Nematode cel
23 A. gambiae Mosquito aga
24 S. scrofa Pig ssc
25 B. floridae Florida lancelet bfo
26 C. intestinalis Sea squirt cin
27 D. ananassae - dan
28 B. malayi Filaria bmy
29 A. pisum Pea aphid api
30 T. adhaerens - tad
31 C. briggsae - cbr

Wnt molecules are secreted cysteine-rich, lipid-modified glycoproteins. They
bind to Frizzled seven-transmembrane-span receptors (FZDs) along with co-
receptor LRPs (Lipoprotein Receptor-related Proteins) and initiate the down-
stream steps. These protein-protein and protein-DNA interactions altogether are
known as Wnt signaling pathway [3]. Wnt signaling pathway is involved in reg-
ulation of cell fate determination, proliferation, differentiation, migration and
apoptosis [4]. It enables cells to influence behavior of their neighboring cells dur-
ing development [5]. In matured organisms, Wnts are implicated in maintaining
stem cell-like fates in the intestinal epithelium [6], skin [7] and hematopoietic
cells [8].

In this article, we have created modules from Wnt signaling pathways of 31
different species. By comparing these modules, a distance score is established
between each pair of species and such scores were utilized in creating a tree.
The tree reflects the course of development of Wnt signaling pathway among
the taken set of species along with detection of conserved modules.

2 Methodology

Species-specific Wnt signaling pathways of KEGG/ Pathway database [9] were
taken as data. The database is maintained by the Kanehisa Laboratories, Bioin-
formatics Center, Kyoto University and the Human Genome Center, University
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of Tokyo. It is a collection of manually drawn pathway maps, whose XML data
files along with KGML and PNG diagrams are publicly accessible. Detail infor-
mation of these species is given in Table 1. The database uses a unique three
letter code for each species along with their biological and common names (wher-
ever applicable), viz., ‘hsa’ for H. sapiens (human). These three letter codes are
used extensively in this manuscript.

The species-specific pathways were modularized by the algorithm developed
by Nayak et al., 2007 [2]. The algorithm creates a set of modules, for each value of
the user defined parameter c. The parameter decides whether a node belongs to a
particular module or not. A node gets excluded from a module, if it has more than
c relations that lie outside the module boundary. In general, a range of c-value
is fixed for running the modularization algorithm. The lowest possible c-value is
the lowest total degree of a node, while the upper limit of c-value is the highest
total degree of a node found in a considered network. The task is to choose the
ideal c-value that can create best partitions. Modus operandi of the algorithm
can be followed by going through the pseudocode (Algorithm 1). Implementation
of the algorithm is done in C. Wnt signaling pathways of the above-mentioned
species were subjected to modularization for c=3 (as meaningful modules have
been found from Wnt signaling pathway of hsa for the same c-value). We are
getting 2 to 8 modules for each species that vary in their size (number of nodes
present in the module) as shown in Table 2. It gives module details (number of
connected nodes, relations and modules) of all the considered pathways.

Algorithm 1. [Pseudocode for Modularization Algorithm]
Ensure: Node Pool (universal set of connected nodes) is not empty

FOR Creating modules from a network DO
repeat

FOR Building a complete module DO
Find start/central node (the node with maximum total degree); exclude it from the node pool
Include the central node’s neighbors in the module
repeat

FOR Extending the module DO
Check the total relation of added nodes
IF all the relations are lying in the modules THEN
The node is a permanent member of the module; exclude it from the node pool
IF Number of relations lying outside the module is > c THEN
Exclude it from the module; decrease its associated nodes’ total degree by one
IF Number of relations lying outside the module is <= c THEN
Include further neighbors of the added nodes in the module

until All the relations of each node present in the module are accounted for
until Node pool is Empty

The tree of development was created by taking into account distance between
three factors, i.e., the number of connected nodes, the number of relations and
the number of modules. For example, distance between hsa and spu is (|60 −
39|)+ (|70− 45|)+ (|8− 6|)/3 = 16. Average distance (if the mod value is found
to be non-zero) between these three parameters of different species were used to
create a distance matrix. A tree (Figure 1) was constructed using this matrix by
Phylip package (Version 3.6) [10].
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3 Results and Discussion

In this section, we have compared modules of 31 different species (aag, aga, ame,
api, bfo, bmy, bta, cbr, cel, cin, cfa, dan, dme, dpo, dre, ecb, gga, hsa, mcc, mdo,
mmu, nve, oaa, ptr, rno, ssc, spu, tad, tca, xla and xtr). Module details are given
in Table 2.

Table 2. Module information of species-specific Wnt signaling pathways. [sp.: three
lettered species code, n: number of connected nodes in a species-specific pathway; r:
number of relations present the connected component of a species-specific pathway;
t: total number of modules created from a species-specific pathway]. The modules
have been created for c=3. Each module’s size in terms of nodes is given with it
in parentheses. The table throws light on the developmental trend of Wnt signaling
pathways among the taken set of species.

sp. n r t WNT (DVL)1 Axin β-catenin TCF p53 (DVL)2 PLC
hsa 60 70 8 WNT [8] (DVL)1 [7] Axin [4] β-catenin [8] TCF [14] p53 [2] (DVL)2 [10] PLC [7]

mmu 60 70 8 WNT [8] (DVL)1 [7] Axin [4] β-catenin [8] TCF [14] p53 [2] (DVL)2 [10] PLC [7]
rno 59 69 8 WNT [7] (DVL)1 [7] Axin [4] β-catenin [8] TCF [14] p53 [2] (DVL)2 [10] PLC [7]
bta 58 68 8 WNT [7] (DVL)1 [6] Axin [4] β-catenin [8] TCF [14] P53 [2] (DVL)2 [10] PLC [7]
cfa 58 68 8 WNT [8] (DVL)1 [7] Axin [4] β-catenin [7] TCF [13] p53 [2] (DVL)2 [10] PLC [7]
ptr 58 67 8 WNT [8] (DVL)1 [7] Axin [4] β-catenin [8] TCF [13] p53 [2] (DVL)2[10] PLC [6]
mcc 55 63 8 WNT [7] (DVL)1 [6] Axin [4] β-catenin [8] TCF [13] p53 [2] (DVL)2 [8] PLC [7]
mdo 54 64 7 WNT [8] (DVL)1 [7] Axin[2] β-catenin [9] TCF [11] - (DVL)2 [10] PLC [7]
gga 54 63 8 WNT [7] (DVL)1 [6] Axin [3] β-catenin [8] TCF [11] p53 [2] (DVL)2 [10] PLC [7]
dre 52 60 7 WNT [8] - Axin [4] β-catenin [7] TCF [13] p53 [2] (DVL)2 [11] PLC [7]
xla 43 45 6 WNT [7] - - β-catenin [8] TCF [11] p53 [2] (DVL)2 [8] PLC [7]
spu 39 45 6 - (DVL)1 [7] Axin [2] β-catenin [5] TCF [10] - (DVL)2 [9] PLC [6]
xtr 37 36 6 WNT [3] - - β-catenin [7] TCF [6] p53 [2] (DVL)2 [12] PLC [7]
dme 36 42 7 WNT [6] (DVL)1 [5] Axin [2] β-catenin [6] TAK1 [2] - (DVL)2 [9] PLC [6]
ecb 36 38 7 (Frizzled)1 [5] (DVL)1 [3] - β-catenin [9] TAK1 [2] p53 [2] (DVL)2 [8] PLC [7]
nve 32 33 6 (Frizzled)1 [5] - Axin [5] β-catenin [6] TAK1 [2] - (DVL)2 [7] PLC [7]
ame 30 32 5 - (DVL)1 [4] - β-catenin [9] TAK1 [2] - (DVL)2 [8] PLC [7]
dpo 28 30 4 (Frizzled)1 [8] - - β-catenin [7] - - (DVL)2 [8] PLC [5]
tca 26 27 4 (Frizzled)1 [7] - - β-catenin [7] - - (DVL)2 [6] PLC [6]
aag 24 22 4 (Frizzled)1 [4] - - β-catenin [4] - - (DVL)2 [10] PLC [6]
oaa 22 22 4 WNT [2] - - β-catenin [7] - - (DVL)2 [8] PLC [5]
cel 22 20 3 - - - β-catenin [10] - - RhoA [6] PLC [6]
aga 20 18 3 (Frizzled)1 [11] - - β-catenin [4] - - - PLC [5]
ssc 19 16 4 FRP [2] - - β-catenin [5] TCF [7] - - PLC [5]
bfo 18 16 3 - - - β-catenin [9] - - (DVL)2 [5] PLC [4]
cin 17 14 3 - (DVL)1 [7] - - - - (DVL)2 [5] PLC [5]
dan 16 12 4 - (DVL)1 [2] - β-catenin [4] - - (DVL)2 [5] PLC [5]
bmy 13 11 3 - (DVL)1 [4] - - - - (DVL)2 [5] PLC [4]
api 13 10 3 - (DVL)1 [4] - - - - (DVL)2 [5] PLC [4]
tad 6 4 2 - - - - - - Rac [2] PLC [4]
cbr 4 3 1 - (DVL)1 [4] - - - - - -

Comparison of the modules brought forward their functional conservation
among the taken species. Modules Wnt and β − catenin were found to be con-
served in 9 species (hsa, mmu, rno, bta, cfa, ptr, mcc, mdo and gga). Module
TCF was found to be conserved in 5 species (hsa, mmu, rno, bta and cfa). Mod-
ule Tp53 was observed in altogether 12 species (hsa, mmu, rno, bta, cfa, ptr,
mcc, gga, dre, xla, xtr and ecb) and it was conserved by size and topology in all
these species. Module (DV L)2 was conserved in 11 species (hsa, mmu, rno, bta,
cfa, ptr, mdo, gga, dre, spu and dme) and module PLC turned out to be the
most conserved module, found in a maximum number of 17 species (hsa, mmu,
rno, bta, cfa, ptr, mcc, mdo, gga, dre, xla, spu, xtr, dme, ecb, nve and ame).

Figure 1 provides an incidental peek of Wnt signaling pathway development
in different species. The tree is analyzed by considering taxonomy of the taken
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Fig. 1. Tree created from 31 species-specific Wnt signaling pathways. The species, be-
longing to the same Phylum, Class, Order and Family, which show proximity among
them, are marked separately. [A: Phylum Arthropoda, Ch: Phylum Chordata, Cn: Phy-
lum Cnidaria, E: Phylum Echinodermata, N: Phylum Nematoda, P: Phylum Placozoa,
Ac: Class Actinopterygii, Am: Class Amphibia, As: Class Ascidiacea, Av: Class Aves,
I: Class Insecta, M: Class Mammalia, Ar: Order Artiodactyla, C: Order Carnivora, D:
Order Diptera, H: Order Hymenoptera, Mo: Order Monotremata, Pr: Order Primates,
R: Order Rodentia, Ce: Family Cercopithecidae, Cu: Family Culicidae, Dr: Family
Drosophilidae, H: Family Hominidae].

species. Many species of Phylum Chordata [(hsa, mmu, rno, bta cfa, ptr, mcc,
mdo, gga, dre and xla), (ecb and xtr) and (ssc and cin)] and some species of
Phylum Arthropoda (ame, dpo and aag) are found to be placed closer to each
other. Further closeness among the Chordates is found as we proceed towards
Class specifications. All of them belong to Class Mammalia with exception of five
species [gga: Class Aves, dre: Class Actinopterygii, (xla and xtr): Class Amphibia
and cin: Class Ascidiacea]. These species show gradual divergence. All the three
Arthropods belong to Class Insecta. Among the closely placed Mammalians,
three species (hsa, ptr and mcc) belong to Order Primates and two species (mmu
and rno) to Order Rodentia. Two species of Class Insecta (dpo and aag) belong
to Order Diptera. These species are found in proximity of each other in the
tree, indicating towards a further level of conservation in development. Further
specification in terms of Family throws some light on variation in development
among these species. The species, belonging to the same Phylum, Class, Order
and Family, which show proximity in the tree, are marked separately (Figure 1).

4 Conclusions

This article emphasizes on deriving the developmental trend from modules of
species-specific Wnt signaling pathways. Here, we have done a comparative study
among 31 species-specific set of modules. Module PLC is the most conserved
module, found in a maximum number of 17 species. A developmental trend was
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established among the modules (created by the modularization algorithm) of
these 31 species. This study established that hsa and mmu have the most de-
veloped Wnt signaling pathway, followed by several species like rno, bta, mcc
among others. The species having the least developed Wnt signaling pathway
is cbr. It possesses a single rudimentary module (DV L)1. The developmental
tree displays conservation at Class level and gradual divergence as we proceed
towards the lower ranks, in accordance to basic principle of evolution. But, quite
a number of discrepancies were also found that defy the general notion of evo-
lution. They may turn out to be environmental influence on development of the
pathway, if prodded further. In short, this work displays conservation of Wnt sig-
naling pathway at Phylum level that gradually decreases as the Phyla diversify
into various Classes, Orders and Families, with some exceptions that possibly
reflect effect of other factors on pathway development.
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Abstract. In this paper we present the results of the research verify-
ing how the functional description of genes contained in Gene Ontology
database is related to genes expression values recorded during biologi-
cal experiments. We compare several different gene similarity measures
and semantic term similarity measures, and evaluate how the similarity
of genes based on Gene Ontology terms is correlated with similarity of
genes based on expression profiles. The analysis are preformed on three
different datasets and we show that there is no single term similarity
measure that always gives the best correlation results. The choice of the
best term similarity measure depends on dataset characteristic.

Keywords: genes similarity, semantic term similarity, Gene Ontology
database, experssion analysis.

1 Introduction

Gene Ontology (GO) is a database created throughout the years where the
scientists introduced the knowledge resulting from the biological experiments in
the form of gene-term annotations. Gene Ontology is also often used in the gene
analysis where it can be regarded as an expert knowledge that helps to interpret
results of the biological or medical experiments. In that way Gene Ontology can
be also utilised in revealing the information hidden in gene expression data [7]. It
is therefore needed to verify how the information contained in Gene Ontology is
related to the experiments performed and which methods of the Gene Ontology
analysis are best fitted to the gene expression analysis.

The semantic gene similarity evaluation consists of two steps: (1) term simi-
larity calculation, (2) gene similarity based on term similarity calculation.

Several studies of Gene Ontology analysis were performed [5]. These studies,
among others, analysed different similarity measures that can be applied to GO
analysis and analysed how the Gene Ontology similarity is correlated with the
similarity of different biological domains, e.g. protein sequence [5].

However, there are few approaches to analysis of the correlation of Gene Ontol-
ogy based and gene expression based similarity. The work [8] presented interest-
ing dependencies between both similarities but no conclusions on the quality of
the similarity measures were drawn. The work [6] pointed Resnik similarity mea-
sure as giving the best correlation with the similarity of gene expression values.
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There are however two issues that are left ambiguous in this work: which method
was used in order to calculate gene similarity in case of Lin and Jiang-Conrath
term similarity methods; how was the gene expression similarity aggregated in
order to improve the GO-expression correlation.

In our opinion additional research and discussion on the topic presented is
needed. The contribution of our work covers analysis and comparison of three
semantic term similarity measures and three pairwise, term based gene simi-
larity measures. The analysis was performed on three datasets having different
characteristics.

The paper is organised as follows. Sections 2 and 3 present semantic term
similarity measures and term based gene similarity measures respectively. In
section 4 the datasets, experiments and their results are presented. The final
conclusions are drawn in section 5.

2 Semantic Term Similarity Measures

Semantic similarity of the Gene Ontology terms can be calculated applying the
concept of Information Content τ(a) of an ontology term a ∈ A defined as
τ(a) = −ln(P (a)), where P (a) is a ratio of a number of annotations to a term
a, to a number of analysed genes.

The simplest similarity measure proposed by Resnik [5,6] takes under consid-
eration only the Information Content of the common ancestor τca(ai, aj) of the
compared terms ai and aj :

s
(R)
A (ai, aj) = τca(ai, aj). (1)

More complex approach was proposed by Jiang-Conrath [5,6], where term
similarity is defined as:

s
(JC)
A (ai, aj) = (d(JC)

A (ai, aj) + 1)−1, (2)

where d
(JC)
A (ai, aj) is a term distance defined as:

d
(JC)
A (ai, aj) = τ(ai) + τ(aj) − 2τca(ai, aj). (3)

Another approach was presented by Lin [5,6]:

s
(L)
A (ai, aj) =

2τca(ai, aj)
τ(ai) + τ(aj)

. (4)

3 Gene Similarity Measures

When the term similarity is known it is possible to calculate gene similarity
based on the similarity of terms describing the genes. The similarity sG(gk, gp)
between genes gk and gp can be calculated according to one of the approaches
presented in literature.
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The very simple approach ([6]) may be to take the maximal similarity value
of the terms annotated to the analysed genes

sG(gk, gp) = max(sA(ai, aj)), (5)

where ai and aj belong to the term sets describing genes gk and gp respectively.
This approach is referred further as Max method.

The more complex approach, which will be further referred to as Avg-max,
may be found in [1]:

sG(gk, gp) = (mk + mp)−1(
∑

i

max
j

(sA(ai, aj)) +
∑

j

max
i

(sA(ai, aj))), (6)

where mk and mp are the number of annotations of genes gk and gp respectively,
ai and aj belong to the term sets describing genes gk and gp respectively.

Another method, which is further referred to as Avg-sum, was applied in [8]:

sG(gk, gp) = (mkmp)−1
∑

(sA(ai, aj)), (7)

where mk and mp are the number of annotations of genes gk and gp respectively,
ai and aj belong to the term sets describing genes gk and gp respectively.

4 Analysis

4.1 Datasets

Three datasets of different characteristics were used in the experiments per-
formed. Yeast1 dataset [3] consists of 274 genes, 79 expression attributes, 645
GO terms. Human dataset [4] consists of 296 genes, 18 expression attributes, 1711
GO terms. Yeast2 dataset [2] consists of 1099 genes, 17 expression attributes,
and 1552 GO terms.

To annotate genes we used GO terms from Biological Process ontology only.
In all cases we included into analysis only genes that were described by at least
one GO term. Analysing correlation of GO based similarity and gene expression
based similarity it is needed to present the values and distribution of gene ex-
pression similarity within each dataset. As it was shown in the work [8] there is
a nonlinear relation between the GO and gene expression based similarity. This
observation can influence the results of the analysis in the present work because
if the similarity of genes in a gene expression domain is little then there will be

Table 1. Average value of gene expression similarity

Yeast1 Human Yeast2

0.257 0.045 0.057
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Fig. 1. Histogram showing the distribution of the similarity values in gene expression
domain

little correlation of this similarity with the GO based one. It may be noticed
in Table 1 that the average value of gene expression similarity, calculated as
a Pearson correlation coefficient, is smaller for Human dataset then for Yeast2
dataset, which should result in its worse correlation with Gene Ontology based
similarity. However, the distributions presented in Fig. 1 show that for the Hu-
man dataset the gene expression similarity has greater variance (the histogram
is spread along the whole x axis) comparing to Yeast2 dataset. Thus, the differ-
ences in average values can be compensated and it is Human dataset which can
give better results.

4.2 Experiments and Results

The following methods were applied in the experiments. Gene expression based
similarity was calculated as Pearson correlation of the expression values.

Gene Ontology annotations were introduced to the analysis by means of binary
array where ”1” represented annotation of a gene to a term. The annotation
table was constructed in such way that annotation of a gene to a term resulted
in annotation of that gene to all the parents of a given term.

GO term similarity was calculated by means of Jiang-Conrath (2), Lin (4)
and Resnik (1) methods. Gene similarity was calculated on the basis of term
similarity by means of Max (5), Avg-max (6) and Avg-sum (7) methods.

The results of the experiments (correlation between gene expression based
and GO based similarity matrices) are presented in the Table 2.

The Max gene similarity is not applicable to Jiang-Conrath and Lin similar-
ity measures since it produces in these cases the similarity matrix containing
only a value 1. It results from the fact that if two genes are annotated to the
terms having common ancestor, then that ancestor annotates both genes in the
calculated annotation table. Calculating gene similarity as a pairwise term sim-
ilarity we have to calculate also self-similarity of such common ancestor. The
self-similarity of a term in case of both Jiang-Conrath and Lin similarity mea-
sures equals 1 and this is maximal similarity value that can be calculated. In
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Table 2. Correlation of gene expression based and GO based similarity

Yeast1 Human Yeast2

Max Resnik 0.257 0.006 -0.013

Avg-max
Jiang-Conrath 0.420 0.089 0.015
Lin 0.368 0.075 0.005
Resnik 0.180 -0.024 0.001

Avg-sum
Jiang-Conrath 0.383 0.117 0.028
Lin 0.352 0.089 0.011
Resnik 0.039 -0.068 -0.038

case of Resnik measure the self-similarity of a term is equal to its information
content and therefore it is possible to apply the Max method jointly only with
Resnik measure.

The results show that the method Avg-sum gave the highest absolute cor-
relation values in case of two out of three datasets analysed. Considering term
similarity measures it is Jiang-Conrath that gives the best results in most cases.

The second experiment performed stems from the following two facts men-
tioned above: (1) the dependency between gene similarity matrices based on
expression values and on Gene Ontology is not linear, (2) the best correlation
between such similarity matrices is received when the genes that are highly sim-
ilar in expression domain are taken under consideration.

Knowing these two facts we compared the correlation of the full similarity
matrices with the correlation calculated for the matrices indexed by the values of
expression based similarity se fulfilling the condition se > ε. The values of ε = 0.5
and ε = 0.6 were taken under consideration. The results of the experiment, when
gene similarity was calculated by means of Avg-sum, are presented in Table 3.

Table 3. Correlation of gene expression based similarity and GO based similarity for
the matrices reduced by ε condition (Avg-sum method); A - full data, B - data reduced
for ε = 0.5, C - data reduced for ε = 0.6

Yeast1 Human Yeast2

A B C A B C A B C

Jiang-Conrath 0.383 0.402 0.334 0.117 0.232 0.304 0.028 0.176 0.298
Lin 0.352 0.392 0.323 0.089 0.133 0.192 0.011 0.149 0.256
Resnik 0.039 -0.181 -0.224 -0.068 -0.285 -0.355 -0.038 -0.250 -0.385

The results presented in Table 3 show that the dataset reduction applied
improves in most cases the correlation between the similarity matrices com-
pared. It can be also noticed that the results for the Resnik similarity measure
gain the greater improvement (when absolute value of a correlation coefficient is
taken under consideration) and become better then the results for Jiang-Conrath
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measure. It can be however disputable if the negatively correlated similarity
matrices can be applied successfully in all types of analysis.

5 Conclusions

The work presented analysis and comparison of three semantic term similarity
measures and three pairwise, term based gene similarity measures. The analysis
was performed on three datasets having different characteristics.

The results of the experiments showed that Jiang-Conrath and Resnik term
similarity measures can give the best results of gene expression based similarity
and GO based similarity. Jiang-Conrath term similarity measure however, per-
forms better on raw data, gives always positively correlated results and seems to
be more suitable for further applications. Considering gene similarity measures
that were analysed it is Avg-sum method that gives the best results.
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Abstract. We provide the first formalization true to the best of our
knowledge to the problem of finding bicliques in a directed graph. The
problem is addressed employing a two-stage approach based on an ex-
isting biclustering algorithm. This novel problem is useful in several bi-
ological applications of which we focus only on analyzing the viral-host
protein interaction graphs. Strong and significant bicliques of HIV-1 and
human proteins are derived using the proposed methodology, which pro-
vides insights into some novel regulatory functionalities in case of the
acute immunodeficiency syndrome in human.

1 Introduction

The problem of finding bicliques, i.e. complete subgraphs in an undirected bi-
partite graph, is a well-known NP-complete problem [4]. Bipartite graphs are
recognized as a triplet (V1, V2, E) in general, where V1, V2 denote two distinct
sets of vertices and E ⊆ V1 × V2 is a set of edges. For many real-life appli-
cations, directions are also included in graphs depicting regulatory information
and they are formalized as a directed graph (digraph) G, where we distinguish
between the edges (i, j) and (j, i). In several emerging applications, we are in-
terested in exploring biclique-like compact structures in digraphs. In this paper,
we formalize the problem of finding bicliques in digraphs. We show that there
is a correspondence between the problem of finding bicliques in digraphs and a
special type of biclustering. Based on this observation, we propose a method for
exploring bicliques in digraphs.

Various studies on gene expression datasets have contributed a lot in the de-
velopment of different biclustering algorithms. A quality review of majority of
the existing biclustering approaches like Cheng and Church’s algorithm (CCA)
[3], SAMBA [9], co-clustering, etc. can be found in [8] and [7]. Broadly speaking,
biclusters are of four types – fixed value, fixed row/column, additive coherent
value, and coherent evolution [6]. While SAMBA and co-clustering are designed
to find constant value biclusters, CCA can simultaneously find constant value
and constant row/column biclusters. On the other side, SAMBA is able to un-
cover overlapping biclusters, while co-clustering (which is designed to only look
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for disjoint patterns) and Cheng and Church’s method (which masks the iden-
tified bicluster with random values in each iteration) can’t find such biclusters.
Another divide-and-conquer based biclustering algorithm has recently been pro-
posed that pursues inclusion-maximal procedure to prune out all-0 submatrices
recursively from the input binary adjacency matrix to obtain overlapping biclus-
ters [8]. This exact algorithm is applicable only to binary data and thus more
suitable to finding bicliques. As can be seen reviewing the literature, only the
heuristic algorithm SAMBA has considered the directional changes in expres-
sion values while finding statistically significant biclusters. But unfortunately,
none of these methods are applicable to directed graphs where directions are
also considered in the graph structure.

In this paper, we revise the methodology proposed in [8] to find out bicliques
in digraphs where all the directions involved in the substructure are mono-
directional. We define this as directed bicliques. The problem of finding directed
bicliques is formalized in the following section. Sections 4 and 5 describe the
proposed methodology and empirical results on the HIV-1-human protein in-
teractome (the comprehensive set of interactions) forming a graph structure,
respectively. Finally, Section 5 concludes the paper.

2 Problem Definition

A directed bipartite graph, in a generalized form, can be represented as a triplet
G = (V1, V2, E), where V1 ∩ V2 = φ and E ⊆ {V1 × V2} ∪ {V2 × V1}. We define
a directed biclique, hereafter referred as DBClique, as a complete subgraph of a
directed bipartite graph as per the following.

Definition 1 (DBClique). A DBClique is a fully connected subgraph G′ =
(V ′

1 , V ′
2 , E′) ⊆ G of a directed bipartite graph G such that either i ∈ V ′

1 , j ∈
V ′

2 , ∀(i, j) ∈ E′ or i ∈ V ′
2 , j ∈ V ′

1 , ∀(i, j) ∈ E′.

A directed bipartite graph is shown in Fig. 1(a) in which the sets of vertices {II,
III} and {2, 3, 4} form a DBClique. Notably, this corresponds to a special kind
of constant value biclusters. If we construct an interaction matrix (as shown in
Fig. 1(b)) from the directed bipartite graph in Fig. 1(a), it somehow corresponds
to an all-1 submatrix, but not an exact one. We provide a lemma to highlight
a correspondence between the problem of finding DBCliques and a variant of
biclustering. For this, let us first define the matrix representation of a directed
bipartite graph as follows.

Definition 2 (Interaction matrix of a directed bipartite graph). The
interaction matrix of a directed bipartite graph G = (V1, V2, E) is defined as a
|V1| × |V2| matrix I such that

Iij =

⎧
⎪⎪⎨

⎪⎪⎩

0, if (i, j) /∈ E and (j, i) /∈ E
1, if (i, j) ∈ E and (j, i) /∈ E
−1, if (i, j) /∈ E and (j, i) ∈ E
X, if (i, j) ∈ E and (j, i) ∈ E

,

∀i ∈ V1, j ∈ V2.
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(a) (b)

Fig. 1. The one-to-one correspondence between a single (a) DBClique in a directed
bipartite graph and (b) a special kind of bicluster in its representative interaction
matrix reflected as a submatrix

An example interaction matrix is shown in Fig. 1(b). The character ‘X ’ in
the matrix I defined beforehand is behaviorally a don’t care entry. Based on this
representation, we can equate a DBClique to a bicluster through the following
lemma.

Lemma 1. Given a directed bipartite graph G = (V1, V2, E), a DBClique G′ =
(V ′

1 , V ′
2 , E′) ⊆ G corresponds to a bicluster in the interaction matrix of G such

that all the elements in the submatrix are either ‘1’ or ‘-1’, with the entries of
‘X’ additionally allowed.

Proof. Certainly, an entry ‘X ’ in any submatrix of a bicluster represents both
‘1’ and ‘-1’. Thus, a bicluster with all the entries either ‘1’ or ‘X ’ will correspond
to an edge (i, j) directed from V1 to V2. Equivalently, a bicluster with all ‘-1’ or
‘X ’ will correspond to an edge (i, j) directed from V2 to V1. Thus the lemma. ��
Our motivation is to find out the set of maximal DBCliques from a given directed
bipartite graph.

3 Proposed Method

We describe the two-stage algorithm to find out DBCliques in digraphs using
the previous lemma. The methodology is based on the Bimax algorithm [8].
The approach for finding out maximal overlapping DBCliques (all ‘1’ and all ‘-1’
biclusters) is described in detail in Algorithm 1. The key step in this algorithm is
pursuing separate phases (steps 2-5 and steps 6-9) for finding out the regulating
(all ‘1’) and regulated (all ‘-1’) DBCliques. After this, we apply a divide-and-
conquer process (adopted in [9]) to find out the maximal DBCliques from the
given directed bipartite graph.

4 Experimental Results

To demonstrate the effectiveness of the methodology, we collect the interaction
information (5134 interactions in total) between 19 HIV-1 and 1448 human pro-
teins as reported in a recently published dataset [5]. It consists of two types
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Algorithm 1. An Algorithm for Finding out Bicliques in Digraphs
Input: A directed bipartite graph G = (V1, V2, E).
Output: The set of maximal DBCliques.
Steps of the algorithm:

1: Obtain the correspondent interaction matrix I from G
2: Replace the entries ‘X’ with ‘1’ and ‘-1’ with ‘0’ in I // Finding the all ‘1’ biclusters
3: Partition I = I0 ∪ I1 ∪ I2 such that the size of I0 maximizes and it contains only 0’s.
4: Go to the previous step and apply the same individually on I1 and I2 until no further partitioning

is possible.
5: Return the DBCliques corresponding to the biclusters
6: Replace the entries ‘X’ with ‘-1’ and ‘1’ with ‘0’ in I // Finding the all ‘-1’ biclusters
7: Partition I = I0 ∪ I1 ∪ I2 such that the size of I0 maximizes and it contains only 0’s.
8: Go to the previous step and apply the same individually on I1 and I2 until no further partitioning

is possible.
9: Return the DBCliques corresponding to the biclusters

of interactions, viz., direct physical interactions and indirect interactions, cat-
egorized into 65 more specific types. The corresponding bipartite graph thus
contains 19 vertices representing HIV-1 proteins and 1448 vertices representing
human proteins, and 5134 edges representing the viral-host interactions. The
interaction matrix of size 19× 1448 corresponding to the bipartite graph is con-
structed. All the 65 interaction types are biologically classified into three types –
regulating, regulated by and two-way (where the regulation is bidirectional). As
per this, an entry ‘0’ in the matrix denotes the absence of interaction between the
corresponding pair of HIV-1 and human proteins, an entry of ‘1’ represents the
regulation of the HIV-1 protein on the human protein, an entry of ‘-1’ denotes
that the HIV-1 protein is regulated by the human protein and ‘X ’ represents
a two-way interaction. Now, to find out the all ‘1’ and all ‘-1’ biclusters from
this, we applied the element-replacement strategies (steps 2 and 6) given in Al-
gorithm 1 and the resulting binary matrices are processed further.

The available codes of Bimax biclustering method, as implemented in the
BicAT toolbox [1], is employed to iteratively find out the matrix partitions of
the binary data matrices. The lower bound of HIV-1 and human protein sizes
are both set to 3 for obtaining a bicluster, i.e., we aim to find only those DB-
Cliques which contain at least 3 HIV-1 proteins and 3 human proteins. With
this restriction, the numbers of all ‘1’ and all ‘-1’ DBCliques are found to be 113
and 25, respectively. Further neglecting don’t care entries in these matrices, we
ended up with 54 and 7 strong DBCliques, respectively for the all ‘1’ and all ‘-1’
cases. Several of these bicliques forms a strong (with high clustering co-efficient)
bipartite subgraph which contains the HIV-1 proteins like env gp120, pol RT,
tat, etc. On the other side, many of the human proteins like CD4, LCK, MAPK1
etc. and also several kinase proteins are obtained within this module. There are
several literature evidences where CD4 has been reported as an important cell
membrane protein that act as the receptor and co-receptor for the viral entry,
respectively [2]. The details of the DBCliques obtained are listed in Table 1.

The all ‘1’ and all ‘-1’ submatrices obtained are nothing but the representa-
tives of strong modulated regulation between two sets of proteins. It becomes
evident from the maximum sizes of the DBCliques that the immunodeficiency
signal passing in either directions between HIV-1 and human proteins are equally
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Table 1. The DBCliques obtained from the HIV-1-human protein interaction network
containing at least three HIV-1 and human proteins each. The size of a DBClique is
defined based on the number of edges it contains.

Bicluster type Don’t care allowed # DBCliques obtained Maximum size
(HIV-1, Human)

All ‘1’ Yes 113 (6, 5)
All ‘-1’ Yes 25 (3, 13)
All ‘1’ No 54 (4, 5)
All ‘-1’ No 7 (3, 8)

significant. Further analysis from the Gene Ontology (GO) also shows the sig-
nificant p-values (< 1.0E−3) for several of the DBCliques obtained representing
highly coherent groups of regulatory functional proteins. As for example, consider
the largest-sized and strong DBClique corresponding to the all ‘-1’ bicluster. It
consists of three HIV-1 proteins tat, env gp120 and matrix, and eight heat shock
70kDa proteins (1A, 1B, 2, 4, 5, 6, 8 isoform 1 and 9 precursor) of human. These
proteins are generally expressed when cells are exposed to elevated temperatures
or other stresses likewise the entry of viral proteins. In fact, the env gp120 pro-
tein is associated with the insertion of viral proteins in the host body in case of
AIDS. Thus, this substructure is a biologically significant regulatory module in
passing the immunodeficiency signal in human.

We have further carried out relative studies between the proposed method
and several other algorithms to show the enhanced biological significance of the
DBCliques in comparison with the conventional bicliques. All these algorithms
are applied on the binary data matrix obtained from the interaction network
ignoring directions. The comparative results are shown in Table 2. Notably,
every biclique is a DBClique but not the vice versa, and therefore DBCliques
include additional information in their substructures. This is reflected from the
better p-values obtained representing more biological coherence for DBCliques
as compared to the bicliques. In fact, some of these results appear to be very
insignificant producing poor p-values (> 1.0E−2). Thus, it appears that the
DBCliques are significant substructures in a regulatory biological network.

Table 2. Comparison of the largest bicliques (consisting of at least three HIV-1 and
human proteins) derived by various algorithms from the HIV-1-human protein inter-
action network. The proposed method exclude the Don’t care conditions and returns
DBCliques. Crossed cells in the third column represent insignificant p-values.

Analytical details Bimax CC ISA Proposed

# Bicliques obtained 197 60 10 61
Largest biclique found (4, 9) (19, 392) (5, 76) (3, 8)
Best p-value from GO 1.9E−6 × × 2.3E−12

Best annotation Regulation of cytokinesis Not Not Response to protein
(GO Term) (GO:0032465) applicable applicable stimulus (GO:0051789)
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5 Concluding Remarks

The problem of finding bicliques in directed bipartite graphs is addressed in this
paper based on an optimal biclustering algorithm. We provide exact solutions to
this problem and it is demonstrated that the problem reduces to a special class
of biclustering problem. The analysis on the interaction network of HIV-1 and
human proteins demonstrates the effectiveness of the proposed methodology and
its usefulness.
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Abstract. This paper identifies the advantages of the specific approach
to water flow algorithm for multi-skewed handwritten text line segmen-
tation. Original water flow algorithm assumes that hypothetical water
flows, from both left and right sides of the document image frame, face
obstruction from part of character, character, and group of characters
in text lines. The stripes of areas left unwetted on the document image
frame are finally labeled for the extraction of text lines. However, the
method defines parameter water flow angle for flooding which depends
on the text line slopes of each specific document. The estimation of the
appropriate parameter value is difficult and limited as well. The limita-
tion is manifested by possible election of only 4 values for this parameter.
Extended approach has introduced enlargement of the parameter range.
Consequently, decision making and the selection of the small values of
the parameter below the minimum given by the original method shows
improvement in the handwritten text line segmentation process. It is
confirmed by the measurement on different types of letters.

Keywords: Image processing; Document image processing; Text line
segmentation; Handwritten text; Water flow algorithm.

1 Introduction

Text line segmentation of handwritten text is a key element of the optical char-
acter recognition [1]. It implies a labeling process that assign the same label to
spatially aligned units, connected components or characteristic points [1]. Fur-
ther, based on the obtained labels, text is divided into different regions each one
representing text line. After text line segmentation is finished, it provides the
essential information for the consecutive documents image steps such as baseline
detection, skew identification and correction, other text feature extraction and
character recognition.

Related work on text line segmentation can be categorized in few directions
[1,2]: projection based methods, Hough transform methods, grouping methods,
methods for processing overlapping and touching components, stochastic meth-
ods, smearing methods, and others method.

In smearing methods the consecutive black pixels along the horizontal direc-
tion are smeared [3]. Consequently, the white space between black pixels is filled
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with black pixels. It is valid only if their distance is within a predefined thresh-
old. This way, enlarged area of black pixels around text is formed. It is so-called
boundary growing area. Hence, the smeared image encloses text lines.

As mentioned many methods can be employed for text line segmentation, but
smearing algorithms have the benefits. They are efficient and computationally
inexpensive. Algorithm proposed in [4] is classified as smearing method. It as-
sumed a hypothetical flow of water in a particular direction across image frame
in a way that it faces obstruction from the characters of the text lines. As a re-
sult of algorithm, unwetted image frames are extracted. These areas are of major
importance for text line segmentation. In our paper, this algorithm is extended
as well as in [5,6] and further investigated, improved and adapted.

The rest of the paper is organized as follows: Section 2 describes basic wa-
ter flow algorithm and introduces extended approach to water flow algorithm.
Section 3 defines testing process and shows measurement results including com-
parative analysis. Section 4 makes conclusions.

2 Water Flow Algorithm

Document text image is obtained as result of scanning process. It is grayscale
text image described by intensity matrix D(i ,j ) ∈ {0,. . .,255} , where i ∈ {1, M }
and j ∈ {1, N } [7]. After applying intensity segmentation with binarization, it is
converted into binary image X (i ,j ). Hence, where D(i ,j ) ≥ Dth , then X (i ,j ) is
1, elsewhere X (i ,j ) is 0. Consequently, Dth represents the threshold sensitivity
decision value. It is obtained by global [8] or local binarization method [9,10,11].

Basic water flow algorithm [4] assumes hypothetical water flows under few
angles of the document image frame from left to right and vice versa. In this
hypothetically assumed situation, water is flowing across the image frame. Areas
that are not wetted form unwetted ones. The stripes of unwetted areas are labeled
for the extraction of text lines. Further, this hypothetical water flow is expected
to fill up the gaps between text elements in the same text lines. Hence, unwetted
areas left on the image frame lies under the text lines. Once the labeling is
completed, the image is divided into two different types of stripes. First one
contains text lines. The other one contains space between text lines. Furthermore,
water flow angle α, as shown in Fig.1, is introduced as a referent parameter in
[4]. This angle is measured between two lines which intersect each other at the
endpoint of an obstacle. However, it is formed by labeling original document
image using spatial filter mask. These masks for the water flows from left to
right are shown in Fig.1.

Accordingly, algorithm creates unwetted areas under fixed water flow angles
from the set {14◦, 18◦, 26.6◦, 45◦} [4]. Using of the spatial filter masks is defined
by the position of the text black pixels. They represent prospective seed points.
If the pixel represents corner one, then the spatial filter mask will be exploited.
Thus, it activates the algorithm process. As the result, unwetted stripes bounded
text. This circumstance for α = 26.6 ◦ is shown in Fig.2.

In the extended approach, originally extraction of the rectangular bounding
box over the text objects is prerequisite. Further, they represent control areas
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Fig. 1. Spatial filter mask defined by water flow angle: α = 45◦ (left), α = 26.6◦ (middle
left), α = 18◦ (middle right), and α = 14◦ (right)

Fig. 2. Water flow algorithm with water flow angle α = 26.6◦ : Initial sample text
containing four I letters (top), unwetted areas made by water flow from left to right
(middle left), unwetted areas made by water flow from right to left (middle right), and
united unwetted areas (bottom).

authorized for the extended water flow algorithm criteria activation. Bounding
box is a rectangular region whose edges are parallel to the coordinate axes. It is
defined by its endpoints: xmin , ymin , xmax , and ymax . Hence, each pixel X (i ,j )
that belongs to the bounding box is given by [12]:

X (i , j ) | (xmin ≤ i ≤ xmax ) ∧ (ymin ≤ j ≤ ymax ). (1)

Inclusion of the point X (i ,j ) in the bounding box is tested by verifying these
four inequalities. If any one of them fails, then the point is not inside [13]. All
text objects like letters, part of words or words are surrounded by bounding
boxes [14]. It should be noted that from this point all actions are referred only
to text in each independent bounding box.

Apart from original algorithm procedure, unwetted areas could be determined
by lines. Each line is defined as:

y = ax + b, (2)

where slope a = tan(α). Two lines defined by angle α make connection in
specific pixel creating closed unwetted area [5,6].
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Modification made on water flow algorithm is in its definition. Consequently,
it forms the water flow function which determines the water flow angle α. Still,
making straight lines from boundary pixel type and connecting each others in
specified point makes unwetted region as well. Currently, modified water flow
algorithm is open to choose different water flow angle from 0◦ to 90◦. In addi-
tion, different decision-making process on boundary text pixels is made. Fig.3
illustrates these circumstances [5,6].

Fig. 3. Pixel type determination: upper boundary pixel (left), lower boundary pixel
(middle), and boundary pixel for additional investigation (right)

Due to pixel type, the slope is -α or +α. However, pixel without complete
location has been additionally investigated. It depends on neighbor area of pixels.
Apart from [5], enlarged window composed of R x S pixels, defined as a basis.
In [6] R = 5 and S = 7 is proposed for complete investigation.

The main achievement of unwetted area is text line segmentation. However,
the problem originates in broken words of text lines. Algorithm should contribute
to join those words by unwetted areas. Those areas can be lengthen by using
smaller angle α. This is represented in Fig.4.

Fig. 4. Extended water flow algorithm involving water flow function y = ax + b defining
and bounding boxes surrounding text (box with dotted lines)

3 Testing, Results and Comparative Analysis

The proposed approach was tested using a group of binary handwritten docu-
ments images. These documents were written in English as well as in Serbian
Latin and Cyrillic letters. The total number of analyzed handwritten text lines
was 220. For the sake of conformity, documents body is the only considered in
the analysis of the line segmentation.

Table 1 presents the number of correctly segmented text lines as well as dif-
ferent types of segmented errors. Errors are divided in 3 groups: split lines error,
joined lines error, and lines including outlier words [15].
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Split lines error represents the text lines which are wrongly divided by al-
gorithm in two or more components [15]. Joined lines error corresponds to the
situation where the sequence of n consecutive lines is considered by the algorithm
as a unique line. In this situation n - 1 line represent the group of the erroneous
[15]. Lines including outlier words correspond to lines containing words that are
incorrectly assigned to two adjacent lines [15].

Table 1. Text lines segmentation results produced by original method with α
= 14◦ [4] and extended method with from the set {8◦, 10◦, 12◦}.

Table 1. Text lines segmentation results produced by original method with α = 14◦

[4] and extended method with α from the set {8◦, 10◦, 12◦}

Water flow angle 14◦ 12◦ 10◦ 8◦

# % # % # % # %

Correctly segmented 88 40.00% 96 43.64% 144 65.45% 180 81.82%

Split lines error 132 60.00% 124 56.36% 76 34.55% 40 18.18%

Joined line error 0 0% 0 0% 0 0% 0 0%
Lines including outlier words 0 0% 0 0% 0 0% 0 0%

Sum 220 100% 220 100% 220 100% 220 100%

One of the representative results from test samples is given in Fig. 5.

Fig. 5. Application of the algorithm to the handwritten sample text: α = 14◦ (left),
and α = 8◦ (right)

From the above results the use of smaller water flow angle contributes to the
better text segmentation results. Especially, water flow angles below 10◦ give
segmentation results improvement. Hence, obtained results confirmed advantage
of the extended over basic approach for the water flow algorithm.

4 Conclusions

In this paper, an extended approach to water flow algorithm for text line segmen-
tation is presented. Water flow algorithm assumes the flow of the hypothetical
water under few specified angles to the image frame from left to right and vice
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versa. Instead of using limited choices of parameter called water flow angle, new
approach introduced approach to freely choose this parameter. Furthermore,
choosing smaller water flow angles contributes to the enlarged unwetted area
which leads to better text line segmentation results. It is upheld by testing with
the group of handwritten documents in Serbian and English language. Hence,
the extended approach of the water flow algorithm confirms better text line
segmentation ability.
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Abstract. In this paper we consider the problem of structured docu-
ment recognition. The document recognition system is proposed. This
system incorporates a recognition module based on methods of struc-
tured image recognition, a graph document model and a method of doc-
ument model generalization. The machine learning component makes the
process of document model construction easier and less time-consuming.

Keywords: document recognition, machine learning, graph document
model.

1 Introduction

The extensive development of information technologies and electronic document
management systems poses the problem of converting paper documents into digi-
tal form. While modern OCR systems can recognize symbols with high precision,
simple character recognition is often insufficient. To capture the data correctly,
a recognition of logical document structure is needed. The most precise and flex-
ible methods of recognition of document structure are those based on structured
pattern recognition [1,2]. These methods use the model of document structure
which is compared to the document image during recognition.

The most widespread document model is the graph model where text blocks
and separator lines form graph vertices, whereas graph edges correspond to re-
lations between them [3]. The recognition problem in this case is the problem
of matching of two graphs: the model graph and the document graph which is
formed from the document image prior to recognition process. Systems based on
graph models often allows automatic construction of document model based on
methods of machine learning.

Another document recognition system based on the methods of structured
pattern recognition is the ABBYY FlexiLayout system [4]. This system uses
more complex special-purpose document model (structural description). In com-
parison with graph based methods the FlexiLayout system can reach higher
recognition quality especially for documents with complex structure. The main
drawback of the ABBYY FlexiLayout system is that the document description
is designed to be created manually which is difficult and time-consuming. It
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seems reasonable to combine the FlexiLayout document recognition system with
the methods of machine learning. This allows us to take advantage of both the
precision of the FlexiLayout system and the easy constructing of graph based
document model. We propose a trainable system for document recognition which
incorporates the FlexiLayuot recognition module and a training module. The
training module uses an intermediate graph document model on the training
stage. The graph model is then converted into the FlexiLayout document descrip-
tion. In this paper we will discuss the graph document model and the process of
its construction.

2 Problem Setting

In this work a special class of documents, so called forms, is discussed. The
distinctive feature of this document class is that the document structure consists
of the static part (which is presented by headings, separator lines etc.) and data
elements. The examples of forms are various questionaries, financial documents
like invoices, payment orders, etc.

All forms can be divided in four classes in terms of structure complexity: fixed
forms, semi-fixed forms, flex-forms and free forms. A fixed form is a document
that maintains all characteristics of its layout (except for scanning distortions
such as stretching, skew etc.). The recognition of fixed-forms is a relatively sim-
ple task and does not require structure recognition. Semi-fixed forms are created
from fixed-forms by relaxing some restrictions on the document layout. An exam-
ple of semi-fixed form is an electronic template which allows to move succeeding
data fields, if more space is needed for the given field or section. The recogni-
tion of semi-fixed forms can be performed using table or graph based document
models. In a flex-form (also called context-form) each data element has an identi-
fiable local context associated with it. The data element and the related context
may be located in varying places on the document image. However, the rela-
tive position of the data element to its context is relatively constant. Free forms
include documents which are not fixed, semi-fixed or flex-forms, extraction of
data from this documents may require advanced natural language processing. In
current paper we will consider the first three types of forms: fixed, semi-fixed
and flex-forms.

The problem of form recognition is the following: given a document image
the system must detect the localization of data elements so as to recognize the
required data (using OCR technologies) and input it into the database. The
system uses certain number of document images with marked locations of data
elements as training set. After the training process the system must be able to
locate the data elements on any other document image of the same document
type.

The recognition problem is solved in two stages. On the first stage a model
is generated on the base of training examples, on the second stage this model is
used to solve recognition (prediction, classification) problem. In our work we use
the ABBYY FlexiLayout system as a recognition module. Thereby the model is
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the FlexiLayout structural description (for more information on structural de-
scriptions see [4]). The FlexiLayout document model contains the descriptions
of the document structural elements. The description of each structural element
defines its attributes, allowing to detect the structural element on the docu-
ment image. Unlike the graph based methods the FlexiLayout system does not
use a priori extraction of structural elements. Instead, structural elements are
detected directly during the recognition process according to the document de-
scription and taking into account the particular features of a document type.
Particularly important feature of the system is the ability to calculate attributes
of structural elements and relations between them “on the fly”. For example
the distance between two elements may be calculated using the size of detected
rectangle of one of the elements. The relative positions of structural elements
are described in the model in terms of metrical and ordering relations. In this
respect the FlexiLayout model is similar to graph models. In fact a graph model
with metrical relations may be converted into the FlexiLayout description if the
labels of graph vertices have the appropriate format. The FlexiLayuot model
also supports fuzzy relations between elements.

The document description uses a specialized language to describe attributes of
structural elements and relations between them. Therefore it is not convenient
for machine learning and it was designed mainly to be created manually by
system operator. Therefore, it is preferable to use a simpler graph model on the
stage of model generation. When the intermediate graph model is generated in
the learning process it is then converted into FlexiLayout structural description.
FlexiLayout description in then used for document recognition. In the following
section we will discuss the intermediate graph document model and the method
of its generalization.

3 Document Model

In structural pattern recognition methods it is convenient to represent the doc-
ument image as a set of image objects. The input document image is a raster
image obtained by scanning the paper document. This image is subjected to
segmentation process which extracts connected pixel components. Connected
components are the images of separate letters, punctuation symbols, parts of sep-
arator lines and pictures. Each connected component is classified and recognized
(if it represents letter). We use classified and recognized connected components
as elementary image objects. The elementary image object is described by its
type, surrounding rectangle and Unicode code of recognized symbol (for letters,
diacritics and punctuation symbols). The image object is either an elementary
object or a combination of elementary objects.The complex image object is de-
scribed by its constituents. The following hierarchy of image objects is used:

1. Letter → Word → Text line → Text fragment
2. Separator fragment → Separator line
3. Picture fragment → Picture



Construction of Model of Structured Documents Based on Machine Learning 427

The intermediate representation of the document structure uses a graph
model, which allows us to take advantage of well-known methods of graph data
processing [5,6,8]. Document model in our case should be able to represent both
single document image and generalized document structure. In the first case it
is called a document graph and in the second case, a template graph.

The vertices of the graph correspond to image objects in the case of document
graph or to elements of logical structure in the case of generalized description.
Graph edges correspond to metric relations between objects. Thereby the doc-
ument model is an oriented labeled graph with labels on vertices and edges:
GD = (V, E, LV, LE, fV, fE), where V is the set of vertices, E is the set of edges,
LV, LE are sets of vertex and edge labels respectively, fV, fE are mappings
taking vertices and edges to their labels.

Vertex labels have the following form: lV = (id, description), where:

id is an image object or structural element identifier, describing its logical role in
document structure, which can possess values from the set R, S, F1, F2, , FN ,
where:
Fi are identifiers of data elements. Since data elements set is known for

particular document type and positions of data elements are marked on
images from training set, the objects which correspond to data elements
have unique identifiers.

R is an identifier of static text object.
S is an identifier of separator line .

description is a description of the set of image objects, which can represent the
element of logical structure on the image. This set can be defined in several
ways: the set consisting of single image object, the set of phrases consisting
of given keywords, the set of text strings consisting of characters from a given
alphabet, etc.

Edge labels have the following form: lE = (xDistamce, yDistance), where
xDistance, yDistance — distance between rectangles measured horizontally
and vertically, respectively and represented as intervals. This distance may be
positive or negative depending on vertex order so the edges of document graph
are directional.

4 Document Model Generalization

Consider the following definition. A template graph GT describes a document
graph GD if there exists a mapping X : V (GT) → V ′(GD), where V ′(GD) ⊆
V (GD), and for vertices v, u ∈ V (GT) and their images v′, u′ ∈ V ′(GD) the
following conditions are fulfilled:

1. id(v) = id(v′), i.e. vertices have the same identifiers.
2. Object described by the label of vertex v′, is a member of the objects set

described by the label of vertex v.
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3. The label l of vertex e = (v, u) is the generalization of the label l′ of vertex
e′ = (v′, u′), in the sense that distance intervals of the label l are comprised
in distance intervals of the label l′.

We will perform construction of template graph by generalizing it successively
with document graphs from the training image set. Let GT be a template graph
constructed on some document set and GD be a document graph of the next
document in the training set. A template graph can be generalized from the
graph GD in the following way. One need to build the mapping of template
graph vertex subset to document graph vertex subset: Y : V ′(GT) → V ′(GD),
where V ′(GT) ⊆ V (GT), V ′(GD) ⊆ V (GD), so that identifiers of image vertices
and counter image vertices match. After that the labels of vertices from set
V ′(GT) should be generalized with the labels of vertices from set V ′(GD) so
that object sets described by vertex labels comprise new objects described by
vertex labels from V ′(GD). Similarly the intervals of edge labels of graph GT

should be generalized with the intervals of corresponding edge labels of graph
GD.

Obviously there is a large number of such mappings and corresponding tem-
plate graphs. We must define some measure to choose the most appropriate
template graph. It should be noted that discussed vertex mapping corresponds
to an edit path between graphs [5]. In general a probabilistic measure can be
used for edit path [7], however in our case it is reasonable to use specific measure
which is more relevant to our problem setting.

Assume the following measure for vertex mapping and the corresponding tem-
plate graph G′

T:

Q =
(∏

QV(vi → uj)
)
∗ QU(V (GT) \ V ′(GT)) ∗ QU(V (GD) \ V ′(GD)), (1)

where QV is the measure of pair of vertices from mapping Y , QU is the measure
of sets V (GT) \ V ′(GT) and V (GD) \ V ′(GD), i.e. sets of vertices without image
or counter image. The measure QU depends on the number of elements in the
corresponding set and has the following form: QU(V (G)\V ′(G)) = U |V (G)\V ′(G)|,
i.e. for every missed vertex a constant penalty U is given. Since vertex identifiers
are the same for image and counter image vertices, correspondence between
document data elements is unambiguous and we should consider only static
objects in template graph measure.

QV(v → u) = QV(v′) = (1 − α) ∗ maxQE(ei) + α ∗
∑

QE(ei)/NF), (2)

where QE(ei) is the measure if i -th edge, coming from vertex v′ of graph G′
T,

which is the result of matching vertex v of graph GT to vertex u of graph GD,
i ∈ [1, NF]; NF is data elements count in current document type; α is an empirical
factor.

Edge measure has the following form:

QE(ei) = max

⎛

⎝0; 1 −
(

Δx + Δy + 4 −√(Δx − Δy)2 + 16
2

)2
⎞

⎠ , (3)
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where Δx = Width(xDistance)/W , Width(xDistance) is the width of the in-
terval xDistance if edge ei, W is the characteristic interval width which is about
page size; the same is for Δy. This empirical measure is chosen from the follow-
ing considerations. First, the function isolines must be concave, i.e. the measure
of edge with intervals (for example) Δx = 1, Δy = 0 should be higher than
measure of edge with intervals Δx = 1/2, Δy = 1/2. Second, the measure must
be close to 1 for edges resulting from correct object matching (Δx and Δy are
sufficiently less than 1), and decline substantially while Δx and Δy get closer
to 1. In our case the isolines are hyperbolas y = 4

x+a
− a, a ∈ [1, 2]. The edge

measure function plot in area Δx ∈ [0, 1], Δy ∈ [0, 1] is a surface obtained by
“sliding” hyperbola y = 4

x+1 − 1, z = 0 along parabola z = 1 − x2, x = y.
With template measure being defined, the problem is to find a vertex mapping

between graphs with the best measure. This can be done in the following way:

– We will sequentially choose corresponding pairs for vertices of template graph
using search tree. Search tree node corresponds to decision of matching ver-
tex vi to vertex uj or leaving vertex vi without match.

– For each nonterminal node and the corresponding tree path we will define
partial measure QP, which in contrast to Q does not take into account un-
matched vertices, i.e. QU(V (GT) \ V ′(GT)) depends only on examined ver-
tices of template graph, and QU(V (GD) \ V ′(GD)) is omitted.

– The tree search is performed in the order of descending of path measure.
Since the path measure cannot increase with adding new nodes to the path,
then the measure of current path is an upper estimate of all extensions if this
path. Thus, the search method may be based on the Dijkstra’s algorithm for
trees.

5 Experimental Evaluation

Efficiency of suggested recognition method was tested using cross-validation
technique with increasing size of the training set. Testing document set was
sorted randomly. On each iteration the first n documents were used as the train-
ing set and the (n + 1) -th document was used to test recognition quality. The
percentage of recognition errors was calculated. The test was performed several
times with different sorting of document set, then the average error percentage
for n -th iteration was calculated. This allows us to estimate the required size of
the training set and the minimum error percentage the system can reach. Fig. 1
shows the dependence of error percentage on the size of the training set.

It can be seen that for semi-fixed forms with moderate structure variations
the system needs 5-10 training samples to achieve sufficient precision of about
95% (5% of errors). For more complex forms with grater structure variations (so
called flex-forms) larger training set is needed (at least 20 document samples).
The recognition precision in this case is only 75-80%. This in insufficient for using
the system in the automatic mode. However, since the result of training process is
the FlexiLayout document description, the document model may still be adjusted
manually. This allows one to increase recognition quality to appropriate level.
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Fig. 1. Dependence of recognition errors percentage on training set size

6 Conclusion

A graph document model and structured documents recognition framework was
proposed. We showed that the application of machine learning techniques in
FlexiLayout document recognition system allows one to significantly reduce time
costs for creating document model while maintaining sufficient recognition qual-
ity. Experiments showed that automatically generated document model allows
the FlexiLayout system to recognize semi-structured documents with high pre-
cision. In case of flex-forms with significant structure variations the document
description must be adjusted manually after being generated. However, even
in this case the usage of automatic construction of document model results in
considerable time saving. The further study will be aimed at increasing the
recognition quality for complex documents with high structure variations.
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Abstract. This paper investigates the performance of hidden Markov
models (HMMs) for handwriting recognition. The Segmental K-Means
algorithm is used for updating the transition and observation probabili-
ties, instead of the Baum-Welch algorithm. Observation probabilities are
modelled as multi-variate Gaussian mixture distributions. A determinis-
tic clustering technique is used to estimate the initial parameters of an
HMM. Bayesian information criterion (BIC) is used to select the topol-
ogy of the model. The wavelet transform is used to extract features from
a grey-scale image, and avoids binarization of the image.

1 Introduction

Hidden Markov models (HMMs) are a common classification technique for time
series and sequences in areas such as speech recognition, bio-informatics and
handwriting recognition. HMMs are used to model processes which behave ac-
cording to the Markov property: The next state is only influenced by the current
state, not by the past.

Using mixture models as the observation probabilities has been proven to
be very successful in handwriting recognition. Baum-Welch and Segmental K-
means are algorithms for training HMMs [1,2]. Baum-Welch, although proven [3]
to converge is not ideal: the convergence claim is proven theoretically, but empiri-
cally, there are still conditions where convergence does not occur, or computation
restarts are otherwise needed. These restarts can greatly increase the, already
lengthy, duration of training. As a first improvement, Segmental K-means are
used with single Gaussian observation distributions. However, a simple example
of a character image illustrates that distributions are multivariate. This paper
proposes to use Segmental K-means with multi-variate Gaussian mixture obser-
vation distributions. Segmental K-means has the advantage over Baum-Welch
that not every possible path is updated, only the most likely (Viterbi) path [2],
which has a positive effect on computation time.

Because of its great importance, the initialisation of model parameters is
investigated in this paper as well and a deterministic method is introduced to
address this problem. Ideally, all segmentation is avoided, in the x-y space, but
in luminance space as well. Therefore, algorithms are needed which can handle
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grey-scale. This is important in situations with low-quality images, such as in
the Monk system [4] for historical manuscript retrieval.

The primary goal of this paper is not getting the best performance, but rather
to see whether the combination of segmental K-means, the solution to the ini-
tialisation problem and grey-scale features is feasible for use in handwriting
recognition.

2 Features

2.1 Feature Extraction with Wavelet Transform

The wavelet transform is a tool that finds application in many areas including
image processing. Due to the multi-resolution property, it decomposes the sig-
nal at different scales. For a given image, the wavelet transform produces one
low frequency subband image reflecting an approximation of the original image
and three high frequency components of the image reflecting the detail. The
approximation component is used here as a normalization image in the present
recognition problem. In our experiment, we have considered Daubechies wavelet
lowpass filter with four coefficients [0.4830, 0.8365, 0.2241,−0.1294] [5]. For a raw
input image we first calculate as much as possible the smallest rectangle object
region of the image, then normalize it to a square image of size 64× 64 with an
interpolation technique. The wavelet decomposition algorithm with the above
lowpass filter is applied to this normalized image to get 32× 32 image. To make
the pixel values with range [0, 255], a scaling factor is used. The 32 × 32 scaled
image is again divided into 16 blocks each of size 8 × 8. The 64 pixel values of
each block are considered as the initial feature vector. This pipeline is shown in
Fig. 1 for the digit “0” (zero).

(a) (b) (c) (d)

Fig. 1. (a) Original image of digit “0” (b) 64 × 64 normalized pixel image (c) 32 × 32
wavelet-decomposed image and (d) corresponding image 4 × 4 grid of 8 × 8 wavelet-
values

In this paper, the goal is to exploit the good character representation with the
wavelet feature within a hidden Markov scheme. Therefore, a virtual time axis
needs to be constructed. An observation sequence is obtained by moving through
the image from top to bottom, from left to right. This order is arbitrary, but a
good first approach with regards to making segments.
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2.2 Feature Reduction with PCA

In mathematical terms, feature reduction problem can be stated as: given the
p-dimensional random variable x = (x1, x2, ...xp)T , find a lower dimensional
representation of it, y = (y1, y2, ...yd)T with d ≤ p, that captures content
in the original data, according to some criteria. Let us assume that we have
n observations, each being a realization of the p-dimensional random variable
x = (x1, x2, ...xp)T with mean μ = E(x) = (μ1, μ2, ...μp)T , μi = 1

n

∑
xi and

covariance matrix Σp×p = E(x − μ)(x − μ)T = 1
n

∑
(xi − μi)(xi − μi)T where

i = 1, 2, ..., p. Let Φi = (Φi1, Φi2, ...Φip)T be the eigen vector corresponding to
eigen value λi of Σp×p, where i = 1, 2, ..., p, λi ≥ λj for all i < j and all the
eigen vectors are mutually orthogonal for different λi. The Karhunen-Loeve lin-
ear transform on the basis of new coordinate system whose axis along {Φi} is
defined as yi = Φi1x1 + Φi2x2 + ... + Φipxp, i = 1, 2, ..., d(d ≤ p), where yi is
the ith principal component. Since a lower component is less significant than a
higher one, depending upon the value of λi, lower components yi(i > d) can be
removed to reduce the dimension of features.

In this experiment for each block out of 8 × 8 = 64 features, the 16 most
significant components are chosen for the actual feature vector. Since number of
blocks is 16 (4 × 4), the total number of feature vectors is 16, each with a size
of 16 features. In our HMM framework each feature vector is considered as an
observation symbol (Oi). So for an input image we get an observation sequence
O = O1, O2, ..., O16 with each observation having 16 dimensions.

3 HMM Parameter Estimation

An HMM consists of three sets of parameters λ = (π, A, B), where π is the initial
state probability distribution, A is the state transition probability distribution
matrix and B is the observation symbol probability distribution. The modeling
of handwritten characters with HMMs can be regarded as the estimation of
model parameters λc for each character class c which represents almost the
characteristic of input sequence of data of that particular class. The estimation
of model parameters involves mainly three steps: selection of topology, estimation
of initial parameters of model λ, based on topology and finally re-estimate λ in
such a way that it maximizes the probability P (O|λ) i.e., P (O|λ̂) ≥ P (O|λ),
where λ̂ is the re-estimated model.

3.1 Topology Selection and Initial Parameter Estimation

Before going to estimate the model parameters we need to define the topology
of the model which means the number of states, the number of mixture com-
ponent per state (if observation probability is realized from Gaussian mixture
distributions) and the transition between states for the model. Here we always
consider ergodic (fully connected states transition) topology for transition be-
tween states. The number of states and the number of mixture component per
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state are chosen randomly from a range of possible values of number of state and
number of mixture component. Let N be the number of states and M the number
of mixture components per state. Also assume that Qt is a random variable with
N possible values {1, 2, ...N}, representing a discrete state. Then we can define
A = {aij} = {P (Qt = j/Qt−1 = i)}, a hidden and time independent stochastic
transition matrix and π = {πi} = {P (Qt=1 = i)}, the probability of being
in state i at time t = 1. Let a particular observation sequence be described
as O = (O1 = o1, ..., OT = oT ). The probability of a particular observation
at a particular time t for state j be described by: bj(ot) = P (Ot = ot/Qt =
j). The complete collection of parameters for all observation distributions is
represented by B = {bj(.)}. Let us assume that probability of observation for a
particular state is emitted from a Gaussian mixture distribution. So we can write
bj(ot) =

∑M
k=1 cjkN (ot|μjk, Σjk) =

∑M
k=1 cjkbjk(ot), where M is the number of

components in the mixture.

Initialization of Mixtures through PCA based K-means Clustering[6]:
Let X = {x1,x2, ...,xn} be the set of n observations, each of dimension d.
For initializing N mixtures with each having M components, the data X has
been partitioned into K(= NM ) clusters {C11, C12, ..., C1M , C21, ..., CNM}. The
goal of the K-means clustering is to find an exclusive partition in such a way
that the criterion value SSE =

∑N
j=1

∑M
k=1

∑
xi∈Cjk

‖xi − μjk‖ (where μjk =
1

njk

∑
xi∈Cjk

xi denotes the mean of cluster Cjk and njk denotes the number of
instances in Cjk) is minimized. Since the first principal direction (the eigen vector
corresponding to the largest eigen value of the covariance matrix Σd×d) is the
direction which contributes the most to the SSE, it is a good candidate direction
for splitting the cluster. Starting from a single cluster, divide it into two sub-
clusters, choose the sub-cluster with the largest within-cluster SSEjk as the next
cluster to partition, repeat the process until K clusters are produced. At each
split stage, for the selected cluster Cjk, we divide it into two sub-clusters C

(1)
jk

and C
(2)
jk according to the following rule: for any xi ∈ Cjk , if yi (the projected

value of xi in first principle direction of xi ∈ Cjk) ≤ ȳi (mean of yi), assign xi to
C

(1)
jk , otherwise, assign xi to C

(2)
jk . The mean value of each cluster is considered

as the initial cluster center. Once we get the initial cluster centers, run K-means
clustering to get the final clusters. For each cluster Cjk we then calculate mean
μjk and covariance matrix Σjk. And cjk has been calculated by cjk = njk∑

k njk
.

These are the initial parameters for the mixtures.

Initialization of initial state probability and state transition probabil-
ity: Initial state probabilities and state transition probabilities have been chosen
randomly in such a way that they satisfy the following criteria:

∑
i πi = 1 and∑

j aij = 1.
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3.2 Re-estimation of Model Parameter through Segmental K-Means

We now define the following variables before describing the Segmental K-Means
algorithm:

αt(i) = P (O1 = o1, ..., Ot = ot, Qt = i|λ), (1)

is the probability of seeing the partial observation sequence, o1, o2, ..., ot, (until
time t) and ending up in state i at time t, given the model λ.

βt(i) = P (Ot+1 = ot+1, ..., OT = oT |Qt = i, λ), (2)

is the probability of the ending partial observation sequence, ot+1, ot+2, ..., oT

given that we started at state i at time t and the model λ.

ξt(i, j) =
P (Qt = i, Qt+1 = j|O, λ)

P (O|λ)
=

αt(i)aijbj(ot+1)βt+1(j)∑N
i

∑N
j αt(i)aijbj(ot+1)βt+1(j)

, (3)

is the probability of being in state i at time t and being state j at time t + 1,
given the model λ and observation sequence O.

γt(i) = P (Qt = i|O, λ) =
αt(i)βt(i)∑N

j=1 αt(j)βt(j)
=

N∑

j=1

ξt(i, j), (4)

is the probability of being in state i at time t, given the observation sequence O,
and the model λ.

Segmental K-Means Algorithm:

The Baum-Welch algorithm defines ξt(i, j) for all states i and j. In contrast,
the segmental k-means algorithm finds the most likely state sequence using the
Viterbi algorithm and calculates ξt(i, j) only over the states found in the most
likely state sequence. The algorithm works as follows:

For an input observation sequence o = (o1, o2, ..., oT )

1. Calculate αt(i) and βt(i) through the Forward-Backward algorithm, which
is described explicitly in [1]. To prevent rounding errors in implementations,
αt(i) and βt(i) need to be scaled, as discussed in [7].

2. Estimate ξt(i, j)
Find the optimal state sequence for the input sequence o with the Viterbi
algorithm [1] and then assign each observation ot to a particular state ac-
cording to the Viterbi state sequence. Then,

ξt(i, j)=
{

1 if observation ot assigned to state i and ot+1 assigned to state j
0 otherwise

3. Estimate γt(i) (the probability of being in state i at time t) from ξt(i, j) (the
probability of being in state i at time t and state j at time t + 1), according
to equation (4) and in particular, γT (i) =

∑N
j=1 ξT−1(i, j).
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4. Update the model parameters

π̄i = γ1(i), (5)

the expected relative frequency spent in state i at time t = 1.

āij =
∑T−1

t=1 ξt(i, j)∑T−1
t=1 γt(i)

, (6)

the expected number of transitions from state i to state j relative to the
expected total number of transitions away from state i. We now define the
probability that the kth component of the ith mixture generated observation
ot as γt(i, k) = γt(i)

cikbik(ot)
bi(ot)

, then

c̄ik =
∑T

t=1 γt(i, k)
∑T

t=1 γt(i)
(7)

μ̄ik =
∑T

t=1 γt(i, k)ot∑T
t=1 γt(i, k)

(8)

Σ̄ik =
∑T

t=1 γt(i, k)(ot − μ̄ik)(ot − μ̄ik)T

∑T
t=1 γt(i, k)

(9)

In case of multiple observation sequences, let us assume that if L be the num-
ber of sequences with Tl be the length of the sequence l, then the equations
above become:

π̄i =
∑L

l=1 γl
1(i)

L

āij =
∑L

l=1

∑Tl−1
t=1 ξl

t(i, j)∑L
l=1

∑Tl−1
t=1 γl

t(i)

c̄ik =
∑L

l=1

∑Tl

t=1 γl
t(i, k)

∑L
l=1

∑Tl

t=1 γl
t(i)

μ̄ik =
∑L

l=1

∑Tl

t=1 γl
t(i, k)ol

t∑L
l=1

∑Tl

t=1 γl
t(i, k)

Σ̄ik =
∑L

l=1

∑Tl

t=1 γl
t(i, k)(ol

t − μ̄ik)(ol
t − μ̄ik)T

∑L
l=1

∑Tl

t=1 γl
t(i, k)

From Step-1 to Step-4 is repeated until any observation ot is reassigned a
new state in Step-2. Step 1 to step 4 is repeated as long as any observation
is reassigned to a new state in step 2.
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4 Experimental Results

The following experiments are performed on three datasets. The first two are
handwritten Bangla numerals and basic characters, the third is a MNIST dataset
of 70 000 handwritten arabic numerals. The Bangla numerals dataset consists
of 10 000 training instances and 2 000 instances for testing. The Bangla basic
characters dataset has 45 classes and the number of training instances are 500
per class, and 100 for testing. Finally, the MNIST dataset is used as well, with
60 000 training instances and 10 000 testing instances. The following accuracies
can be reported on the previously mentioned test sets, using the selected models
as described in the Model Selection section: 96.25% for Bangla numerals, 80.00%
for Bangla basic characters and 97.19% for MNIST dataset. The accuracy on
same dataset of basic characters is relatively better than the accuracy is found
previously on single stage classification with SVM classifiers [5].

4.1 Model Selection

An important but difficult task is to choose a relevant number of components
or a number of hidden states in the HMM when observation probabilities are
emitted from a finite mixture distribution. Many criteria (BIC, ICL, PML, etc.)
or procedures [8] have been proposed to answer this open question. But there is
no guarantee that any particular criterion will work satisfactory on a particular
dataset. In this study we have used BIC criterion[9] for selecting the number
of states and the number of mixture per state in HMM. If the number of state
in the model is N and the number of components in the mixture is M , then
according to BIC criterion BIC(λ) = logP (X |λ̂) − 1

2ν(λ̂)log(n), where ν(λ̂) is
the number of free parameters in the model and n is the size of the observation
set X generating model {λ} and λ̂ is the Maximum Likelihood estimate of the
model λ. Here ν(λ̂) = N(M d(d+1)

2 +Md+(M−1))+(N 2−1), d is the dimension
of the observation. The first term M d(d+1)

2 is the number of free parameters for
covariance matrix of a mixture, the second term Md is for mean, the third term
(M − 1) is for the coefficient of each mixture and the last term (N 2 − 1) is for
state probabilities (in the context of ergodic model).

As an example, Fig. 2 shows the BIC values for different numbers of states
and mixture components for the model of the Bangla numeral zero and Fig. 3
shows the corresponding model accuracy in the Bangla numerals test set when
other competitive models (except zero) are kept constant. From this figure, we
can see that the first maximum value of the BIC curve always gives the highest
accuracy. In this case, the models λ(4, 8), λ(6, 5) and λ(8, 4) are the models with
the highest accuracy, on the basis of the first maxima point of the BIC curve.
Since λ(4, 8) produces the maximal BIC value with respect to other two models
(λ(6, 5) and λ(8, 4)), λ(4, 8) has been chosen as the final model for the numeral
zero.
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5 Conclusion

The learning framework of the Segmental K-Means algorithm for HMMs with
Gaussian mixture observation densities has been described. A deterministic
method to initialize the model parameter has been presented as well. The main
advantage of this framework is that it can easily be switched to the Baum-Welch
learning algorithm, which is used conventionally to learn the HMM parameters.
The only change in the Segmental K-Means algorithm is step 3. A grey-scale
feature has been implemented for recognition of isolated handwritten charac-
ters. Initial recognition results show that using the segmental k-means learning
method for HMMs is quite efficient for handwriting recognition.
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Abstract. In this paper we approach feature set selection phase in sig-
nature verification by applying the method for selection of regression
variables based on Mallows Cp criterion for regression. In this way we
identify best feature subsets of various sizes for each user of our database
on the basis of his/her ten genuine and ten random forgery on-line signa-
tures. Among these subsets we select the best subset that have Cp value
closest to p, where p is the number of regression coefficients. Thus, we
obtain for each user the best feature subset of a different size. Our aim is
to check whether there are common features among best feature subsets
for all users which will justify the removal of the rest features from the
initial feature set. The results obtained with the database of 140 signa-
tures collected from fourteen users demonstrated that we cannot restrict
to common feature set valid for all users but instead of that we have to
consider each user best feature set separately in signature verification.

Keywords: Signature verification, feature selection, on-line signatures,
selection of regression variables, Mallows Cp criterion.

1 Introduction

Signatures are recognized and accepted modality for authentication. Signature
verification is the process of confirming the identity of a user based on the
handwritten signature of the user as a form of behavioral biometrics [1]. Different
approaches to signature verification are considered in survey paper [3]. Over 100
features used in signature verification are presented in [3].

Since some features demonstrate higher discriminatory capability than others,
features selection should be performed after feature extraction. Feature selection
is defined as the process of selecting k most discriminatory features out of p
available ones (k ≤ p) and it aims to identify and remove as much irrelevant and
redundant information as possible. A review of the work on feature set selection
for signatures is performed in [4].

In this paper we investigate the problem of feature set selection for on-line
signatures by applying the method for selection of regression variables based on
Mallows Cp criterion to identify best feature subsets of various sizes for each of
the fourteen users of our database on the basis of his/her ten genuine and ten
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random forgery signatures. Among these subsets we select the best subset that
have Cp value closest to p, where p is the number of regression coefficients. Thus,
we obtain for each user the best feature subset of a different size. Our aim is to
check whether there are common features among best feature subsets for all users
which will justify the removal of the rest features from the initial feature set.
The results obtained demonstrated that we cannot restrict to common feature
set valid for all users but instead of that we have to consider each user best
feature set separately in signature verification.

The paper is structured as follows: Section 2 considers the selection of regres-
sion variables; Section 3 presents some experimental results and the last section
draws some conclusion and gives an outlook for feature work.

2 Selection of Regression Variables

Regression analysis is one of the most widely used statistical techniques because
it provides simple methods for establishing a functional relationship among vari-
ables. It has extensive applications in many subject areas [2]. Variable selection
in regression analysis is the problem of deciding the variables to be included in
the model such that it provides good forecast.

The formulation of the variable selection problem is as follows. It is assumed
[7] that there are n ≥ k + 1 observations on a k-vector of input variables xt =
(x1, ..., xk), and a scalar response y, such that the jth response j = 1, ..., n is
determined by:

yj = β0 +
k∑

i=1

βixij + ej . (1)

The model (1) is frequently expressed in matrix notation as:

Y = Xβ + e. (2)

Here Y is the n-vector of observed responses, X is the design matrix of dimension
n x (k + 1), β is the (k + 1)-vector of unknown regression coefficients and e is
n-vector of the residuals ej assumed to be independent N(0, σ2). Regression
parameters or coefficients βi, i = 0, ..., k are unknown constants to be estimated
from the data and their estimates are denoted by bi. In our experiment we
decided to remove the intercept β0 from the equation. Then, the vector b of
Least-Squares estimates of the coefficients vector β is given by:

b = (XT X)−1XTY. (3)

There is no unique technique for selecting best regression equation. If there
are k potential independent variables there are 2k possible equations to be con-
sidered. Variable selection techniques are the following: best subset, backward
elimination, forward selection and stepwise methods [2]. In this paper we con-
sider best subset approach.
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A number of criteria have been proposed for selecting the best subset or
subsets of independent variables in linear regression analysis. Mallows proposed
Cp as a criterion to decide on suitable subset among contending subsets. It is a
measure of the standardized total squared error defined as:

Cp =
RSSp

σ̂2
− (n − 2p). (4)

In this equation RSSp denotes residual sum of squares for the particular
regression with p variables including the intercept, if any. σ̂2 is an estimate of
residual mean square σ2 for full regression:

σ̂2 =
1

n − k

n∑

j=1

(yj −
k∑

i=1

βixij)2. (5)

If a model is adequate, i.e. does not suffer from lack of fit, then E(RSSp) =
(n − p)σ̂2 and the following is true for that model:

E(Cp) ≈ p. (6)

This means that we expect Cp value to be about p. A plot of Cp versus p
displays the adequate models as points close to the line Cp = p. Subsets with
small values of Cp and values of Cp close to p are considered good.

Hocking and Leslie [5] further describe a method which allows thus subset
to be identified after consideration of only a small fraction of all

(
k
p

)
possible

subsets of size p. LaMotte and Hocking [6] modified this algorithm in a way that
moderately large problems can be treated with minimum of computation. The
algorithm specifies the subset of size r to be deleted. In the following, the terms
r-subset and p-subset will always refer, respectively, to subsets being deleted and
subsets being retained.

The method for selection of best subset is based on m-variable reductions, i.e.
reductions in the regression sum of squares due to eliminating subsets of size m
from the k-variable equation. Typically 1 ≤ m ≤ 4 and m = 1 in the original
method [5]. These m-variable reductions are used to determine the best r-subset
to be removed, for r > m. The reduction in the regression sum of squares due
to removing a set of r variables is given by:

Redr = RSSp − RSSk. (7)

The set of r variables for which this reduction is minimum specifies the subset
of size p (p = k − r) variables in the regression to be retained for which residual
sum of squares is minimum. It is suggested in [5] that Cp statistic can also be
computed by using this reduction in the following way:

Cp =
Redr

σ̂2
− (2p − k). (8)
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The steps of the generalized algorithm are as follows [6]: First, the k-variable
equation is fitted with all variables present and the reductions in the regres-
sion sum of squares, called univariate reduction, due to deleting each of the
k-variables, are calculated. If a single variable, say ith is removed from the re-
gression, its univariate reduction is given by:

Θi = σ̂2t2i . (9)

t2i =
b2
i

σ̂2
bi

. (10)

The square of t-statistic associated with ith regression coefficient is denoted
by t2i and the standard error of the estimated coefficient bi is denoted by σ̂bi .
The standard errors of the estimated coefficients are the square roots of the
diagonal elements of the coefficient covariance matrix. After this, the variables
are relabeled according to the order of these univariate reductions. Having the
variables relabeled, the reductions in the regression sum of squares due to all of
the

(
k
m

)
subsets of size m are evaluated. These are called m-variable reductions.

Each subset of size m is denoted by the subscripts of the variables in that
subset in increasing order. That is, a m-subset is described as (i1, i2, ..., im)
where 1 ≤ ij ≤ k and i1 ≤ i2 ≤ . . . ≤ im. Next these m-variable reductions
are ordered in increasing order of magnitude and are used to define stages for
inspecting the r-subsets. Only those m-subsets whose first index is (r − m + 1
) or greater are used to define a stage and hence we evaluate only them. The
r-subsets in a stage defined by an m-subset contain r indices consisting of those
indices in the defining m-subset and r − m indices which are less than the first
index in the m-subset. There are total of

(
k−r+m

m

)
stages defined in this way. The

stages are numbered according to the magnitude of the m-variable subset which
define them. Thus Stage 1 will consist of r-subsets defined by the m-subset with
smallest reduction.

In general, at the qth stage we evaluate the reductions due to all subsets
defined in the qth stage and ask if the smallest reduction in the regression sum
of squares computed for an r-subset obtained in all Stages before the qth stage
(1, 2, . . . , q ) is less than the reduction due to the m-subset defining Stage (q+1).
If so, we terminate having identified the best subset of size p obtained by the
corresponding r-subset and if not we proceed to Stage (q + 1).

3 Experiment

The database for our experiment contains 140 signatures collected from fourteen
users. All ten signatures of each user are acquired by using a digitizing tablet
Wacom Intuos3 A5 PTZ-630 having a resolution of 5080 lines per inch and an
acquisition area of the pad of 152.4 x 210.6 mm and sampling rate of 200 points
per second. Signature raw data is obtained using the .NET Tablet PC SDK 1.7
in a C# software program. Having raw data, we evaluate all the features listed
in Table 1.
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Table 1. Signature features

A1 height A2 height to width
ratio

A3 number of points

A4 distance between
initial and center
point

A5 distance
between end and
center point

A6 angle of the line
between center
and initial points

A7 angle of the line
between center
and end points

A8 angle of the line
between initial
and end points

A9 distance between
leftmost and cen-
ter points

A10 angle of the line
between center
and leftmost
points

A11 angle of the line
between center
and rightmost
points

A12 distance between
leftmost and ini-
tial points

A13 distance between
rightmost and
end points

A14 angle of the line
angle of the line
between leftmost
and initial points

A15 angle of the line
between end and
rightmost points

The number of features is k = 15 and the number of signatures is n = 20 (ten
genuine and ten random forgeries). For each user we construct a txt file. Each line
of that file contains signature features values separated by a semicolon followed
by 1 (if genuine, i.e. first class) or -1 (if forgery, i.e. second class). The random
forgeries for a given users are just randomly selected signatures of the rest users.
Our software program processes each of these fourteen files by performing the
method described in Section 2 and finds the best subset of size p (p = k − r)
for variable values of r (3 < r < 13 ). Among these subsets we select the subset
that have Cp value closest to p. These subsets for each user are listed in Table 2.

Table 2. Best p-subsets for each user

User No Size of p-subset Best p-subset

1 6 A2;A5;A7;A12;A13;A15

2 9 A3;A5;A6;A7;A8;A9;A10;A11;A12

3 11 A2;A4;A5;A6;A7;A8;A9;A10;A13;A14;A15

4 11 A1;A3;A4;A6;A7;A8;A9;A11;A12;A13;A15

5 5 A1;A2;A5;A9;A15

6 6 A4;A8;A9;A10;A12;A14
7 7 A1;A2;A5;A8;A11;A12;A13

8 9 A1;A2;A3;A4;A5;A8;A9;A10;A15

9 11 A2;A5;A6;A7;A8;A9;A11;A12;A13;A14;A15

10 8 A4;A6;A9;A10;A11;A12;A13;A14

11 9 A1;A3;A4;A5;A6;A7;A9;A11;A13

12 11 A1;A2;A3;A4;A5;A6;A7;A9;A10;A11;A15

13 10 A1;A2;A3;A5;A6;A8;A10;A11;A12;A14

14 10 A1;A2;A3;A4;A5;A7;A8;A9;A10;A11
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These results demonstrate that the number of features is significantly reduced
for some users but there are not common features among best feature subsets
for all users which will justify the removal of the rest features from the initial
feature set. That is because all the features have approximately equal number
of occurrences in best subsets. The results demonstrated that we cannot restrict
to common feature set valid for all users but instead of that we have to consider
each user best feature set separately in signature verification.

4 Conclusion

In this paper we present a method for feature set selection based on Mallows
Cp criterion for regression and conduct an experiment in order to test it with a
database of 140 signatures from fourteen users. The obtained results demonstrate
that this approach can be used for feature set reduction for a particular user
before his/her signature verification. Probably the small number of features does
not allow the presence of common features for all users. Therefore, the focus of
our future work will be the application of the method for selection of regression
variables for larger feature set. Also, we will experiment with skilled signature
forgeries and investigate the problem further.
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Abstract. The goal of this article is to design an effective scheme for
extraction of Bangla/Devnagari text from outdoor images. We first seg-
ment a color image using fuzzy c-means algorithm. In Bangla/Devnagari
script, text may be attached/unattached to the headlines. Hence, after
segmentation, headlines are detected from each connected components
using morphology. Now, the components attached or close to the detected
headlines are separated. Further by applying certain shape and position
based purification we could distinguish text and non text. Our exper-
iments on a dataset of 100 outdoor images containing Bangla and/or
Devnagari text reveals satisfactory performance.

1 Introduction

With the increasing popularity of digital cameras attached with various handheld
devices (mobile phones, PDAs etc), many new computational challenges have
gained significance. Extraction and recognition of texts from outdoor images
captured by such devices is a challenging problem nowadays due to variations
in style, color, background complexity, influence of luminance etc. Automatic
detection of text in a natural scene image is useful to blind and foreigners with
language barrier. Furthermore, it also has potential applications in robotics,
image retrieval and intelligent transport systems.

A survey work of existing methods for detection, localization and extraction of
texts embedded in images of natural scenes can be found in [1]. Two broad cat-
egories of available methods are connected component (CC) based and texture
based algorithms. Earlier, Wu et al. [2] proposed a texture segmentation method
to generate candidate text regions. A set of feature components is computed for
each pixel and these are clustered using K-means algorithm. More recently, Jung
et. al. [3] employed a multi-layer perceptron classifier to discriminate between
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text and non-text pixels. Considering Bangla/Devnagari script, Bhattacharya et.
al. [4] proposed a scheme based on analysis of CCs for extraction of Devnagari
and Bangla texts from camera captured outdoor images. Also a few criteria for
robust filtering of text components have been proposed. Bangla and Devnagari
are two most popular Indian scripts used by more than 200 and 500 million
people respectively in the Indian subcontinent. An unique and common charac-
teristic of these two scripts is the existence of certain headlines that act as an
interlink among symbols of a word. We here, take an interest into color images
embedding text. We first extract a number of color and shape based features
from an input color image. The fuzzy c-means clustering is applied on these
features, for segmentation (Sect. 2). After color image segmentation, headlines
are detected from each CCs using morphology on the skeleton image (Sect. 3).
Afterwards, the CCs attached with these headlines are separated. These sepa-
rated components may contain both text and non-text. We apply certain shape
and position based purification in order to distinguish between text and non text
(Sect. 4). However some text portions, that are not connected with headline, will
not be separated by the above procedure. To cope this, we increase the area of
the bounding box of each CC to a specified limit. The portions that lie inside this
modified bounding box are now studied against the previous criteria to obtain
text (Sect. 5).

Concerning the dataset, to the best known, no benchmark dataset of outdoor
images consisting Bangla and/or Devnagari is available. The present study is
based on a set of 100 outdoor images. Initial tests (Sect. 6) show well separation
of texts from the images.

2 Color Image Segmentation

Color image segmentation is our first step of text extraction. The fuzzy c-means
algorithm is used for color image segmentation. Before applying c-means, we
extract some features from the normalized RGB image. Let us consider a pixel pi

of the image. Then pi can be described by the tuple (ri, gi, bi) i.e. the normalized
R, G and B values. Besides, these three color values, we take another shape based
feature of pi. Inside an object (text here), intensity of pixels are assumed to be
homogenous. We consider an n×n window surrounding pi. Let βi be the number
of pixels having same intensity as pi inside the n × n window. Then βi is our
another feature. Combining, the feature vector (fi) corresponding to the pixel pi

is: fi = (ri, gi, bi, βi). These features are sent to the fuzzy c-means clustering
procedure.

3 Morphology Based Headline Detection

Most of the Bangla and/or Devnagari characters are connected by the headline.
Hence, in order to extract the Bangla and/or Devnagari text portions we should
detect the headline that joins them. Here, we apply mathematical morphology
operation to obtain the lines inside the image. Further, applying some filtering



448 R. Ghoshal et al.

we are able to detect the headline. The procedure works as follows. At first suf-
ficiently small and large CCs are removed. For each remaining CCs, the skeleton
image is constructed by morphological operation. Let us denote the skeleton
image by A. With the skeleton image, we perform morphological opening oper-
ation to extract straight lines. It is evident that opening of an image A with a
linear structuring element B can effectively identify the horizontal line segments
present in a CC. However, a suitable choice of the length of this structuring
element is crucial for processing at the latter stages and we empirically set this
length as 21 pixels for the present dataset. The effect of skeletonisation removes
pixels on the boundaries of the image but does not allow components to break
apart. After skeletonisation, only the required pixels remain and thus a less num-
ber of lines detected. However, if no such lines are detected, we need to apply
morphology on the original CC. Also, we may encounter a component small
enough that we could not find any horizontal line. Such components remain as
it is.

Now we have a set of lines over the image. We next apply some simple criteria
to separate out possible headlines. Let a detected line be denoted by Li. Let
Hu and Hl be the heights of the portions of the corresponding CCs lie at the
upper and at the lower half of the line Li. Bangla characters mostly lie at the
lower portion of the headline, only a small portion may reside at the upper of
the headline. So, for a headline Li we should have Hu < Hl. Thus at the next
step we sort out all the lines Li for which Hu < Hl. These lines mostly represent
the headlines.

4 Headline Attached Text Portion Separation

After finding the headlines, the components attached with these headlines are
separated. These components may include text as well as non-text. However,
applying some text specific conditions we are able to separate out text compo-
nents. These conditions are described below. All the concerned components are
subjected to these conditions in the same sequence as given. One important note
here, is, the thresholds specified in one condition are found after performing the
previous conditions. Thresholds may differ if the sequence is altered.

1. Removal of boundary attached connected components: Generally, text like
patterns are not attached with boundary of the image. So, we first remove
all boundary attached CCs using morphological reconstruction.

2. Elongatedness ratio: For elongatedness ratio (ER) we use the measure de-
signed by Roy et. al. [5]. Empirically it is found that a component with ER
value greater than 5 is a text part.

3. Number of holes: Usually, text like patterns contain less number of holes
than non-text patterns. Using the Euler number, we calculate the number
of holes inside a component. Found empirically, a text component has less
than 9 holes.

4. Aspect ratio: The aspect ratio of a non-text component is either very small
or very large. We found by experiments, that the aspect ratio of a text
component becomes less than 0.3 or greater than 2.0.
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5. Object to background pixels ratio (r): This measure is computed inside the
component bounding box. Due to the elongated nature of Bangla and Dev-
nagari texts, only a few object pixels fall inside bounding box. On the other
hand, elongated non-texts are usually straight lines, so, contribute enough
object pixels. We observe 0.3 ≤ r ≤ 3 could identify text components.

After the above procedure, all the headline attached text components are sepa-
rated.

5 Identification of Headline Unattached Text

As discussed above, we successfully separate headline attached text portions.
However, in Bangla/Devnagari some text components do not meet the headline.
Now we consider such components. These components, though not connected,
must be close to one/more of already detected text components. Then, if we
increase area of the component bounding box enough, the possible text compo-
nents may lie inside it. With this view, we increase the width of the bounding
box by its height and the height by an empirical threshold. Now, the compo-
nents inside this modified bounding box are subjected to the text identification
conditions (Sect. 5).

6 Results and Discussion

In this section we present the results after applying our algorithms to a set
of outdoor images from our dataset. Our dataset consists of 100 test images
captured by a DSC-W320/P SONY digital still camera (14.1MP). The images
contain Bangla and/or Devnagari texts.

Let us first consider the “X-Ray” image (Fig. 1(a)) as an example. Here, be-
sides the arrow and thin boundaries, the text components are in white. The
segmented image is shown in Fig. 1(b). Fig. 1(c) presents the headlines de-
tected by morphology. The components that are attached with these headlines
are shown in Fig. 1(d). Compering this with Fig. 1(a), we notice, all but three
text components are present. These three components are unattached to the
headline. Now, we perform the elimination of boundary attached components.
As a result (Fig. 1(e)), the big blob at the top of the image is now eliminated.
However, the non-text portion present at the bottom of the image is not bound-
ary connected, so remain unchanged. Here, we can filter out this component
successfully after testing the elongatedness ratio (Fig. 1(f)). However, the back-
ground component present here is elongated enough, so satisfy this criteria. We
observe a large number of holes inside this component. Hence, after putting a
condition on number of holes we may remove this component as well (Fig. 1(g)).
The next two operations i.e. the aspect ratio and the ratio of object and back-
ground pixels, do not affect the results. Afterwards, we perform the identifi-
cation of text components unattached to headlines. Fig. 1(h) gives the result.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 1. (a) Input “X-Ray” image, (b) after segmentation, (c) after detecting headlines,
(d) all CCs attached with headlines, (e) after removal of boundary attached CCs, (f)
after performing elongatedness ratio, (g) after filtering using number of holes, and (h)
after retrieving headline unattached text

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 2. (a), (b), (c), (d), (e) Sample images and (f), (g), (h), (i), (j) the corresponding
segmented text portions

We may notice the components absent in Fig. 1(d) are now identified success-
fully. In Fig. 2, we present some more results on images from our dataset. As,
Fig. 2 suggests, the skew and perspective issue can’t affect our procedure to
some extent. However, in heavily skewed images the algorithm may fail due to
wrong detection of headlines. Also note the successful results of “Salbani” image
(Fig. 2(e)) having poor lighting condition.

(a) (b) (c) (d)

Fig. 3. Results on images showing degraded performance. (a), (c) The original images
and (b), (d) the text portions.
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Table 1. The precision and recall computation for our dataset

No. of
Status

Total Correctly Wrongly
Precision Recall

Images text recognized text recognized text

62 Perfectly extracted 307 307 27 91.91% 100.00%

32
Partially/extracted

147 91 29 75.83% 61.90%
with some non text

06 Poor performance 27 09 31 22.50% 33.33%

100 481 407 87 82.38% 84.61%

The images in Fig. 3 show poor performance. The two images have headline
unattached text portions that are not restored. The precision and recall values
of our algorithm obtained on the basis of the present set of 100 images are
respectively 82.38% and 84.61%. Detailed results are presented in Table 1.

7 Conclusion

This article provides a methodology that aids automatic extraction of visual text
entities embedded in complex outdoor images. The proposed method is not very
sensitive to image color, text font, skewness and perspective effects. Moreover
it analyzes only headline attached CC adding a few CC which are closed to
the headline. So, it becomes computationally efficient for real applications. This
method can be extended to scanned documents also. The results shown are
significant based on a laboratory made dataset. In future, we shall study the use
of machine learning tools to improve the performance.
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Abstract. In modern collaborative filtering applications initial data are
typically very large (holding millions of users and items) and come in real
time. In this case only incremental algorithms are practically efficient.
In this paper a new algorithm based on the symbiosis of Incremental
Singular Value Decomposition (ISVD) and Generalized Hebbian Algo-
rithm (GHA) is proposed. The algorithm does not require to store the
initial data matrix and effectively updates user/item profiles when a new
user or a new item appears or a matrix cell is modified. The results of
experiments show how root mean square error (RMSE) depends on the
number of algorithm’s iterations and data amount.

Keywords: Collaborative filtering, singular value decomposition, Gen-
eralized Hebbian algorithm, sparse matrix, large data, ordinal data, in-
cremental data.

1 Introduction

Collaborative Filtering (CF) is used in recommender systems and Customer
Relationship Management System (CRM) for personalization. Initial data are
represented by a sparse matrix Y = (yur)n×d, in which rows correspond to
n users, columns — to d items (documents, films, etc.). Each matrix cell contains
information about the usage of an item by a user. So matrix cell may be a rating,
a sum paid by user, a mark about visiting site (0 or 1), etc.

The aim is to predict for any user his preferences towards items or, in other
words, to fill any empty cell in the initial matrix.

The thin singular value decomposition (SVD) [1] is effective because it uses
a compressed representation of the data. Reduced data (profiles) are formed for
users and items, then not all data are held. In modern collaborative filtering
applications initial data are typically very large (holding millions of users and
items), sparse and come in real time. So the requirement of incrementality is
very important. It should be possible to update stored data is case of appearing
of a new user/item(1) or a new value in a matrix cell(2). Usually it is proposed
to solve only one of these incremental problems. In works of Brand [1] new items
and ratings are added efficiently. In paper [2] algorithm efficiently incorporates
into the model new users or new ratings but doesn’t handle the addition of new
items.
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In this paper an algorithm is proposed which updates stored data in both
cases of incrementality. It is based on incremental singular value decomposition
(ISVD) [1] and Generalized Hebbian algorithm (GHA) [3]. The advantage of
using GHA is that only known elements of the initial matrix are involved in
calculations. As a result it gives data without empty elements for which ISVD
may be used. Two situations are considered, when Y contains real data and when
Y contains ordinal data (for example, ratings), where Ω ⊆ {1, ..., n} × {1, ..., d}
is a set of non-empty elements in Y . Section 2 describes ISVD where data in Y
are real. Section 3 outlines a GHA algorithm for ordinal data. Section 4 presents
experiments which show how root mean square error (RMSE) [2] depends on
the number of the algorithm’s iterations, the number of users and the number
of known elements in the initial matrix. When the number of users increases
the rate of convergence also increases (from 1000 iterations on 600 users to 40
iterations on 940 users). When a data amount increases the number of iterations
decreases thus minimizing the working time of the algorithm.

2 Incremental Singular Value Decomposition (ISVD)

SVD is a decomposition of a matrix Y into two orthogonal matrixes U and R
and a diagonal matrix S, so that USRT = Y , UT Y R = S. The elements of S are
called singular values, the columns of U and R are called left and right singu-
lar vectors respectively. Usually all but r largest singular values with respective
singular vectors in U and R are rejected which leads to a considerable data com-
pression at the cost of negligible loss of information. This rank r approximation
is used for further work.

2.1 Problem Definition

Let USRT = Y be SVD of the matrix Yn×d of the rank r where Y is sparse
and UT U = RT R = I. The aim is to modify U, S, R to get new SVD Y + ABT

where A and B have c columns (An×c, Bd×c). In a special case c = 1 and A
and B are vectors. Deletion and addition of a row or a column may decrease or
increase respectively the rank of the matrix Y by 1. Let we have two column
vectors a and b and known SVD USRT = Y , where b is a binary vector which
indicates which columns should be modified and a vector a is derived from
the requirement delete or add new values or modify values in chosen rows and
columns. The aim is to find SVD of the matrix Y + abT [1].

For example, when a new column is added, the known decomposition may
be written with addition of zero column: US[RT 0] = [Y 0], then U ′S ′R′T =
[Y c] — desired decomposition, where U ′, S′, R′ are to be found, a = c, b =
[0, . . . , 0, 1]T .

2.2 New SVD

Let us find the SVD of the following block matrix:

Y + ABT = [U, A]
[
S 0
0 I

]
[R, B]T . (1)



454 E. Polezhaeva

Let P be an orthogonal basis of column space Ã = (I−UUT )A = A−UUTA.
Then QR-decomposition is applied to Ã: Ã = PRA, where P is orthonormal, RA

is upper triangular, RA = PT (I − UUT )A. QR-decomposition of matrix [U, A]
is:

[U, P ]
[
I UT A
0 RA

]
= [U, A], (2)

which can be found from modified Gram–Schmidt orthogonalization [4].
Similarly, let Q be an orthogonal basis of column space B − RRT B, then

QRB = (I − RRT )B where Q is orthonormal , RB is upper triangular, RB =
QT (I − RRT )B.

Let us represent Y + ABT as a product of three matrixes:

Y + ABT = [U, P ]
[
I UT A
0 RA

] [
S 0
0 I

] [
I RT B
0 RB

]T

[R, Q]T

= [U, P ]

([
S 0
0 0

]
+

[
UT A
RA

] [
RT B
RB

]T

︸ ︷︷ ︸
K

)
[R, Q]T ;

K =
[
S 0
0 0

]
+

[
(UT A)(BT R) (UT A)RT

B

RA(BT R) RART
B

]
.

Let U ′S′R′T be SVD of matrix K of rank (r + c). Making diagonalization
of K: U ′T KR′ = S′, new matrixes U ′, S′, R′ are formed. Then the modification
of SVD from rank r to rank (r + c) can be written as:

Y + ABT =
(
[U P ]U ′)S ′([R Q]R′)T

. (3)

But instead of making operations with matrixes with big sizes new SVD of
Y + ABT containing five matrixes is used:

Un×rU
′
r×rSr×rR

′T
r×rR

T
r×d, (4)

where UU ′, RR′, U, U ′ are orthonormal.
If only one column or row are added following modifications are done: for

new SVD (a — n-dimensional vector, b — d-dimensional vector) modified
Gram–Schmidt orthogonalization is used:

z = UT a; p = a − Uz;

w = RT b; q = b − Rw;

Then K have simple representation and effective diagonalization may be
found:

K =
[
S 0
0 0

]
+

[
zwT z‖q‖

‖p‖wT ‖p‖‖q‖
]

.



Incremental Methods in Collaborative Filtering 455

3 Generalized Hebbian Algorithm

Algorithm GHA [3] calculates SVD for sparse data matrix Y . Its advantage is
that vectors of SVD are found from Ω ⊆ {1, ..., n} × {1, ..., d} a set of only
non-empty elements of Y . This method uses the gradient descent iterations in
contrast to classical SVD. As a result it gives data without empty elements for
which ISVD defined in previous section may be used.

Matrix factorization is used to estimate missing values [2]:

uirj =
L∑

p=1

uiprpj ,

where L — number of features for factorization.
Functional is minimized, where Y is given and U, R, β are to be found:

∑

(i,j)∈Ω

(βyij − uirj)2 → min
u,r,β

, (5)

where βyij is a parameter which approximates ordinal ratings in Y ; ui is the i-th
row in U ; rj is the j-th column in R; [yij = m] equals 1 if yij = m and equals 0
if yij �= m.

Let us represent:
ym =

∑

(i,j)∈Ω

[yij = m].

βm is found analytically:

βm =
1

ym

∑

(i,j)∈Ω

[yij = m]uirj ,

Error in a rating calculated by the model is:

εij = βyij − uirj .

In (5) optimal matrixes U and R minimize the sum of squared errors over non-
empty elements of Y . To avoid overfitting regularization is applied by penalizing
the square of the Euclidean norm of weights.

The optimization task is:

∑

(i,j)∈Ω

(βyij − uirj)2 + λ1

n∑

i=1

‖ui‖2 + λ2

d∑

j=1

‖rj‖2 → min
u,r,β

,

where λ1, λ2 ≥ 0 — regularization parameters.
The incremental gradient descent method is used for finding new weights.

Such iterations are made:
εij = βyij − uirj ,
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ũip = (1 − ηλ1)uip + η
∑

j

rpjεij , (6)

r̃pj = (1 − ηλ2)rpj + η
∑

i

uipεij , (7)

βm =
1

ym

∑

(i,j)∈Ω

[yij = m]uirj ,

where η is learning rate.
The aim is to minimize RMSE (root mean square error):

RMSE =

√√√√ 1
|Ω|

∑

(i,j)∈Ω

ε2
ij ;

The result of GHA is data without empty elements for which SVD is used.
On the first step of the algorithm matrixes U and R are initialized with small
random values. On each step of algorithm we update ui — i-th row of U and
rj — j-th column of R from (6) and (7). If RMSE doesn’t increase on next
iterations the algorithm stops.

When a new user is added the matrix R is not updated but the matrix U is
initialized with small values. In this case only (6) is updated.

Fig. 1. Graphic shows how the number of iterations of the algorithm depends on the
number of users
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4 Experiments

Experiments were made on MovieLens data: 943 users, 1682 items, 100000 known
ratings. Time factor and data amount have an effect on the rate of convergence
of the algorithm. The best results were achieved on rank-15 basis, η = 0.001
and λ = 0.025: after 41 iterations RMSE = 0.923 . Brand in his work [5]
achieved MAE = 0.7910 using only ISVD and rank-14 basis. It is very interesting
that all β ≥ 0 and they increase (even if we don’t impose conditions on β):
β1 = 2.52; β2 = 3.03; β3 = 3.28; β4 = 3.63; β5 = 3.96. When the number of users
increases the rate of convergence also increases (from 1000 iterations on 600 users
to 40 iterations on 940 users) (Fig.1). When a data amount increases the number
of iterations decreases thus minimizing the working time of the algorithm.

5 Results

The proposed method solves two incremental problems in CF and enables to
update users’ and items’ profiles when new rows and columns are added and
elements in Y are modified. Two tasks have been solved: when data are real or
ordinal. When a new user is added there is no need to retrain the entire model.
Addition of a new item is a simple task in which a diagonalizable matrix is
calculated.
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Abstract. In this paper an improved, macroblock (MB) level, visual
saliency algorithm, aimed at video compression, is presented. A Rel-
evance Vector Machine (RVM) is trained over 3 dimensional feature
vectors, pertaining to global, local and rarity measures of conspicu-
ity, to yield probabalistic values which form the saliency map. These
saliency values are used for non-uniform bit-allocation over video frames.
A video compression architecture for propagation of saliency values, sav-
ing tremendous amount of computation, is also proposed.

1 Introduction

The acuity of the human eye is limited to only 1-2◦ of visual angle. This means
that when viewed from a recommended distance of 1.2 m, the eye can crisply
perceive only a 2 cm radial region (computed as 1.2×tan(2◦/2)) on a standard
definition 32 inch LCD. Also, a recent eye-tracking study [1] on inter-observer
saliency variations in task-free viewing of natural images has concluded that
images known to have salient regions generate highly correlated saliency maps for
different viewers. However, correctly estimating the points of human eye fixation
still remains a challenge. Itti et. al. [2] model visual attention as a combination
of low level features pertaining to the degree of dissimilarity between a region
and its surroundings. Novel center-surround approaches like [3] model saliency as
the fraction of dissimilar pixels in concentric annular regions around each pixel.
Hou et. al. [4] take a completely different approach, suppressing the response to
frequently occurring features while capturing deviances. Other transform domain
approaches like [5,6] follow a similar line of thought. Although these approaches
work on psychological patterns with high accuracy, they often fail to detect
salient objects in real life images. Some failure cases of these approaches will be
shown in our comparison results in Fig. 2.

The failure of these approaches can be attributed to Gestaltś grouping prin-
ciple which concerns the effect produced when the collective presence of a set
of elements becomes more meaningful than their presence as separate elements.
Thus, we model saliency as a combination of low level, as well as high level fea-
tures which become important at the higher-level visual cortex. Many authors
like [7] resort to a linear combination of features such as contrast, skin color, etc.,
but do not provide any explanation for the weights chosen. Hence, we propose
a learning based feature integration algorithm where we train an RVM with 3
dimensional feature vectors to output probabalistic saliency values.

S.O. Kuznetsov et al. (Eds.): PReMI 2011, LNCS 6744, pp. 458–465, 2011.
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One of the earliest automated (as opposed to gaze contingent), visual saliency
based, video compression model was proposed by Itti in [8]. In [8] a small num-
ber of virtual foveas attempt to track the salient objects, over the video frames;
and the non-salient regions are Gaussian blurred to achieve compression. Guo et.
al. [5] use their PQFT approach for proto-object detection, and apply a multi-
resolution wavelet domain foveation filter suppressing coefficients correspond-
ing to background. Selective blurring can however lead to unpleasing artifacts
and generally scores low on subjective evaluation. A novel bit allocation model,
achieving compression while preserving visual quality is presented in [9] which we
adopt here. In all these compression approaches, the saliency map is computed
for each frame which is avoidable considering the inherent temporal redundancy
in videos. We propose here a video coding architecture, incorporating visual
saliency propagation, to save on a large amount of saliency computation, and
hence time. This architecture is most effective for natural video sequences.

The rest of this paper is organized as follows. In Sect. 2, we describe the steps
for computing the saliency map. Since all video coding operations are MB based,
we learn saliency at MB level to save on unnecessary computation. Section 3
describes a video coding architecture in which various issues relating to saliency
propagation/ re-calculation and bit allocation are addressed. We conclude with
some conclusions and directions for future research in Sect. 4

2 Generation of Saliency Map

We use color spatial variance, center-surround multi scale ratio of dissimilar-
ity and pulse DCT to construct 3 feature maps. Then, a soft, learning based
approach is used to arrive at the final saliency map.

2.1 Global Conspicuity: Color Spatial Variance

The lesser a particular color is globally present in a frame, the more it is likely
to catch the viewerś attention. However, a color sparsely distributed over the
entire frame need not be conspicuous owing to Gestaltś principles. Hence, spatial
variance of colors can be employed as a measure of global conspicuity. We follow
the method given in [10], based on representation of color clusters by Gaussian
mixture models to calculate their spatial variance, to get this feature map. The
feature map is normalized to the range [0,1]

2.2 Local Conspicuity: Multi-scale Ratio of Dissimilarity

The ‘pop-out’ effect has, since long [2], been attributed to the degree of dissim-
ilarity between a stimulus and its surroundings. A simple method to accurately
capture local saliency has been recently proposed in [3]. In this method, a multi-
scale filter is designed to simulate the visual field. A summation of the fraction
of dissimilar pixels in concentric ring-like regions around each pixel gives a mea-
sure of conspicuity. We use this method to construct our second feature map.
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However, this approach is slow, since a large number of computations and com-
parisons are carried out for every pixel. Noting that background pixels generally
have very low values of saliency, computation of saliency for these pixels is su-
perfluous. Hence, we first run a SIFT algorithm and locate the keypoints in the
image, which are salient not only spatially but also across different scales. We
take one keypoint at a time and compute its saliency using [3]. If the saliency of
this point is above a threshold (0.4 here, required since a keypoint may lie on a
cluttered background), we start growing a region from that point. The saliency
value of neighboring pixels is used as region membership criterion and all pixels
visited are marked so that they are not re-visited when a different seed point
is chosen. We stop when the distance between the new pixel and region mean
exceeds a threshold (0.2 here). This feature map is also normalized to [0,1].

2.3 Rarity Conspicuity: Pulse Discrete Cosine Transform

A biologically plausible, real time model simulating lateral inhibition in the
receptive field has been proposed in [6]. It has also been shown to outperform
other transform domain approaches like [5] both in terms of speed as well as
accuracy over psychological patterns. We apply the pulse DCT algorithm to
smoothened images to produce our rarity feature map. A Gaussian blurred image
simulates the scene viewed from a distance and thus finer edge details in a
cluttered background are not noticed, leading to a sparser feature map. We
normalize it to the range [0,1].

2.4 Learning to Integrate the Feature Maps

The steps followed for combining the 3 feature maps are as follows. First, we
selected 30 images, of size 300×400, encompassing the failure cases of each of
the 3 feature maps. 5 viewers were asked to mark each part of the image they
considered salient. In accordance with [1], our images (mostly taken from [10])
had well-defined salient regions and hence the markings turned out to be exactly
the same for almost all images. Then, an MB level, 3 dimensional training data
(total 450×30 points) was prepared taking average values of each of the 3 feature
maps over each MB of size 16×16. A target class label ’1’ was assigned to an MB
if more than half of the pixels of that MB were marked salient; else class label
’0’ was assigned. Next, we trained an RVM over this training data as a binary
classification problem. Here we must point out that we are not really interested
in a binary label (salient/non-salient) but the relative saliency value of each MB
which will later be used for bit allocation. A potential advantage of RVM over
SVM, which is desired here, is that it provides posterior probabilities. Also, RVM
has better generalization ability and its sparser kernel function leads to faster
decisions. The probabilistic outputs of the RVM formed our final saliency map.

To test the machine, we generated a testing data from 120 images (450×120
points) and evaluated the saliency maps obtained against ground truth. Various
authors like Bruce et. al. [11] have used area under the ROC curves to quantify
the quality of their algorithms. The ROC curve obtained on our own ground
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truth data is shown in Fig. 1. Also shown in the same figure is a comparison of
our result with another leading graph based visual saliency approach [12], which
has been shown to outperform various other approaches like [2]. We obtained
a 0.90048 (s.e. 0.00136) area under the curve compared to 0.87009 (s.e. 00161)
for [12]. In the context of application of saliency to video compression, an FN
(actually salient but classified non-salient) is costlier compared to an FP. A
very low FN rate, less than 2%, at the cut-off point reflects the potential of our
algorithm for such applications. Some results and comparisons with [12] and [11]
are shown in Fig. 2. A comparison with [3] and [6] is inherent in these results as
our local and rarity feature maps respectively. It is apparent that our approach
is better or at least at par with these other high-ranking approaches.

Fig. 1. ROC curves for our approach and [12] obtained by varying thresholds on
saliency values

Fig. 2. (a) Input image, (b) global, (c) local [3], (d) rarity [6] feature maps, (e) our
resized saliency map, (f) saliency map obtained from [12] and (g) [11]
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3 Video Compression Architecture

We wish to employ saliency for the purpose of video compression. However, com-
putation of feature maps for each video frame can prove to be computationally
very expensive if we rely on techniques such as those proposed in [5,8,9] as they
necessitate calculation of saliency map of each frame. We propose here the use
of temporal redundancy inherent in videos to propagate saliency values. Ideally
the saliency map should be re-calculated only when there is a large change in
saliency. However, to measure this change, we require the saliency for the next
frame which is unavailable. Hence, we also propose a workaround to detect the
frames for which re-computation of saliency map is indispensable. A block di-
agram of the architecture is shown in Fig. 3 which is discussed in detail in the
following subsections

Fig. 3. Our video compression architecture incorporating saliency propagation

3.1 Propagation of Saliency Values

Firstly, we describe the need for the mutual information (MI) computation unit.
The idea is that we perform a re-calculation of saliency map on the basis of
MI between successive frames. A concise information theoretic shot detection
algorithm has been proposed by Cernekova et. al. in [13] and an improved version
of the same using motion prediction in [14]. The authors compute the MI between
consecutive frames and argue that a small value of MI indicates existence of a
cut. We experimented with this method over some video sequences, with saliency
map of each frame pre-computed, and plotted the MI distributions for color as
well as saliency. MI for an Airtel ad sequence with 9 scene changes is plotted in
Fig. 4. It is apparent that not only does this method effectively capture changes
in saliency as shown in Fig. 4(a), but also, that the RGB and saliency plots
follow a very similar distribution (Fig. 4(b)). Figure 4(b) implies that we can
detect the frames requiring re-computation of saliency maps by calculating MI
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over the color channels. The frame where a large change is detected should be
coded as an I frame (or I MBs in H.264) and saliency re-computed for this frame
and stored. The method has been found to work best on natural video sequences.

Fig. 4. (a) MI plot for saliency maps, (b) MI plots of RGB and saliency overlaid. An
Airtel ad sequence with 9 cuts is used here.

For P frames, we make use of motion vectors to approximate saliency values.
We select an MB in the current frame and look for the best match in the reference
frame. This best match may or may not exactly overlap an MB in the reference
frame, but we have the saliency values for only non overlapping 16×16 MBs.
Therefore, we take a weighted average of the saliency values of each of the MBs
under the best match region the in reference frame, as the saliency value for the
MB in current frame. The weights correspond to the amount of area overlap as
shown in Fig. 5

Fig. 5. Image illustrating a weighted averaging of saliency values, the orange, blue,
yellow, green colors denote the amount of overlap and hence weights
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3.2 Selection of Quantization Parameters

Once the saliency map is obtained, bits may be non-uniformly distributed across
a frame. We require a function which can optimally tune the quantization pa-
rameters of salient and non-salient MBs to achieve compression, i.e, reduce rate
(R), without any significant loss of perceptual quality, i.e, constant distortion
(D). In [9], this is posed as a global optimization problem and solved using the
method of Lagrange multipliers. The final result for quantization step Qistep for
the ith MB having a saliency value wi is given as:

Qistep =
Ws

wiS
Qstep . (1)

where W is the sum of saliency values over all MBs, s is the area of MBi (16×16
here), S is the area of entire frame and Qstep is a fixed value depending on
the amount of distortion tolerable. This formula implies that the quantization
step size should be inversely proportional to the saliency value which is com-
pletely justified. We present here a short verification of how this formulation
achieves compression without compromising on perceptual quality. Assuming a
R-D function [15] for an MBi is given by:

Di = σ2
i e−γRi or Ri =

1
γ

log

(
σ2

i

Di

)
. (2)

where σ2
i is variance of encoding signal and γ is a constant coefficient. Ignoring

the constant term γ and taking σ2
i = 1/α we get:

Ri = log

(
1

αDi

)
. (3)

Now, the average rate R is calculated as
∑N

i=1 sRi/S, where N is the number of
MBs. Noting that Di ∝ Qistep, we get after replacing Qistep by (1):

R =
Ns

S

[
log

(
1

αQstep

)
+ log

(
(w1.w2...wN )

1
N

w1 + w2 + ... + wN

)
+ log

(
S

s

)]
. (4)

From the above equation it is clear that the first term denotes the rate if every
MB was quantized with the same parameter Qstep, the second term is always ≤ 0
by the AM-GM inequality and the third term is a constant. Thus R is reduced.
It can also be readily observed from (1) that overall D (

∑
wiDi/W ) remains

constant. We limit the Qistep to minimum and maximum values of max(0.5 ×
Qstep, Qistep) and min(1.5 × Qstep, Qistep) respectively. Also, we smoothen our
saliency map using a Gaussian filter before computing the quantization step.
This serves two purposes, firstly, it ensures that the salient object/region is
covered completely and secondly, it ensures a smooth transition from salient to
non-salient regions.
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4 Conclusion

A vast amount of research has gone into modelling of the human visual system
with each model having its own merits and shortcomings. The potential which
lies in an integration of these models has been demonstrated by the accuracy of
our results. A simple and effective learning based approach for such a unification
has been presented. Though we make use of only 3 features, this model is easily
extendible to more features if desired. We computed saliency at MB level to
save computation, however our model is equally applicable at pixel level. The
compression framework proposed, to approximate saliency of P frames, can save
a lot of computation, speeding-up compression. We plan to integrate our it into
the H.264 coding system which remains a challenge owing to the complex mode
decision metrics and hybrid coding structures in this standard [16].
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Abstract. Text mining problems of natural text classification and fact
extraction are important in developing information systems for Technical
Support Services. An approach which is based on joining acquisition of
conceptual graphs and keywords search technique is presented to their
solution. Conceptual graphs have been created from e-mail queries sent
to Technical Support Service. Correct conceptual graphs acquired from e-
mail texts represent facts and situations which become patterns to search
in systems resources to resolve users problems. Experimental results of
implementing proposed approach are presented.

Keywords: natural language texts classification, conceptual graphs,
correctness of conceptual graphs, technical support services.

1 Introduction

Text mining strategies share many techniques such as machine learning, natural
language processing, text categorization, clustering, filtering, etc. These tech-
niques can be classified as ones which use texts words and others which use
semantic models constructed from text. Two known strategies, Latent Seman-
tic Analysis (LSA) [1] and Formal Concept Analysis (FCA) [2] illustrate that
difference. LSA uses term-document matrices which describe the occurrences of
terms in textual documents and has been created from documents words. FCA
uses conceptual models - conceptual graphs [3] and conceptual structures (for-
mal concept lattices) which are formal models. The mentioned strategies also
have different mathematical nature: LSA is founded on geometry and statistics
whereas FCA is founded on logic and algebra (the lattice theory).

Traditionally only one approach, based on keywords or formal models, is ap-
plied in industrial text mining systems. Nevertheless modern problems of textual
analysis may have significant complexity and it becomes necessary to apply hy-
brid approaches to solve them.

In our work namely that complex problem is investigated. As the result we
decided to apply keywords technique and conceptual graphs in our Text Mining
system. Although each separate technique does not solve the problem, their
combination produces good preliminary results.

S.O. Kuznetsov et al. (Eds.): PReMI 2011, LNCS 6744, pp. 466–471, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Using Conceptual Graphs for Text Mining in Technical Support Services 467

2 Problem Statement

Technical Support Services (TSS) have been intended to help users to solve
specific problems with a product - electronics, goods or software. Users send
queries to TSS as natural language e-mail texts. It is needed to resolve queries
and to find an appropriate decision represented as help topics, useful URLs or
e-mail reply. As a rule the system’s reply is prepared manually by support team
using system’s resources as it is shown on Fig.1.

Questions 
& 

Answers 
Database

Forums

E-mail

Web 
Form

Self-Help 
Resources 
DB (Help, 
FAQ, How 
To, etc.)

Support 
Team

Search Engine

User queries:
natural language

e-mail texts

System’s reply:
Documents or URLs

Fig. 1. The structure of a Technical Support Service

When the number of queries significantly grows, automation of creating TSS
replies becomes very important. That automation is implemented in the TSS
Search Engine shown on Fig.1.

There are two basic text mining problems solved by the Search Engine. The
first one is the problem of natural text classification. The second is the problem
of fact extraction. These problems have some peculiarities. The query text must
be classified according to various resources of the TSS. TSS database contains
documentation, help topics, e-mails of queries and replies. To find an appropriate
decision it is needed to refer to all these resources. The decision may exist as
an example answer ready to be sent to a user or it can be constructed from
separate pieces. Fact extraction problem is to find two kinds of objects in the
query texts: things which being analyzed text is about and situations which took
users attention.

3 General Approach to Solution

Considering the problems of natural text classification and fact extraction de-
scribed in the previous section, we propose the following general approach to
their solution:
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1. Having a flow of user e-mail queries we nevertheless do not apply classical
machine learning technique because the style and contents of queries are
very individual. But it is worth to collect queries and corresponding replies
in the system’s database to apply them in further analysis. So, a kind of
self-learning is possible in the system.

2. Things and situations described in a query are represented by words and
phrases. So we need to find keywords in the query text which correspond
to terms described in system’s database texts. Since learning technique is
impossible in the system, another way of keywords extraction is needed. Text
filtering is standard and evidently necessary technique for e-mail texts in
natural language. We apply term filtering to find direct terms corresponding
to the terms described in systems database texts. For example, the driver
word in a query in the software TSS has high probability to be the term. So a
text containing this word can be classified as referring to the topic ”Drivers”
in the system’s database texts. To implement term filtering a thesaurus as
an additional resource must be created in the system.

3. Text filtering is not exhaustive technique for classification. Besides terms, a
query text contains many words which can also be useful for analysis. The
personal style of an author has certain representation in query text as a set
of specific words and language grammar distortions (slang). Nevertheless our
analysis of real queries shows that the following heuristic principle is valid:
despite the personal style, every author uses grammatically correct phrases
when describes problematic situations. Therefore semantics of these gram-
matically correct phrases in a query text may represent useful information
about situations we need to extract. We apply conceptual graphs for mod-
elling semantics of sentences or phrases of the text and use their concepts
and relations for further analysis.

Conceptual graphs acquisition from natural language texts is the problem which
has no closed solution for arbitrary texts. We assume that the following circum-
stances cause the success of creating conceptual graphs:

1. query texts are not long and all their sentences may be processed for acqui-
sition in appropriate time;

2. grammatically correct phrases in the sentences produce correct conceptual
graphs possibly being sub graphs in incorrect conceptual graph of the whole
sentence.

The following rough criterion of correctness of conceptual graph is admissible
here: correct conceptual graph has no isolated concepts. An isolated concept is a
concept which has no connection to any relation.

4 System Implementation and Experimental Results

The TSS Text Mining system works according to the following stages.
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1. Text documents indexing. All TSS documents have been indexed ac-
cording to selected terms. These terms represent topics and main notes pre-
sented in system documentation. Terms are either single words or several
words phrases (no more than 4 words). Term weights are calculated via the
well-known tf-idf formula [4]. The TSS complex index is the only additional
modification of TSS information resource realized in standard database tech-
nology (MS SQL Server).

2. Conceptual graphs acquisition and processing. Conceptual graphs are
applied as an instrument of extracting keywords and key phrases according
to the principle described below.

3. Search relevant documents in TSS database. Keywords and key
phrases corresponding to each e-mail text and extracted by conceptual
graphs processing have been used as queries for full-text search in TSS in-
dexed database.

Consider the last two stages in some detail.

4.1 Conceptual Graphs Acquisition and Processing

We use our software [5] for conceptual graphs acquisition from natural language
texts. The software is based on existing approaches of lexical, morphological and
semantic analysis. Semantic roles labeling [6] is applied as the main instrument
for constructing relations in acquisition algorithm. The acquisition algorithm
works with our recently developed controllable grammatical templates. Using
these templates, it is possible to adapt acquisition algorithm as to certain lan-
guage grammar (Russian or English in the current version of the system) as to
some peculiarities of concrete language. User interface has also tools for recog-
nizing incorrect conceptual graphs.

Conceptual graphs being acquired from all sentences of a query text are ap-
plied to detect keywords and key phrases. As a rule, incorrect conceptual graphs
indicate that there is no useful information in processed text. For example, con-
ceptual graph acquired from the ”Thanks in advance” phrase, G1 = {[advance:”]
[thank:”]}1 is incorrect since it has no relation. TSS user can handle any acquired
graph by using interface tools including visualization. That helps finding possibly
valid keywords in incorrect conceptual graphs.

All acquired correct conceptual graphs considered as potential source of key-
words and key phrases for the next search. Concepts connected with the agent
relation may represent terms and have been picked as keywords. Some term
may consist of several words, for example Remote Agent Service. The relation
genitive in its graph G2 = {[remote*a:”] [service*b:”] [agent*c:”] (genitive?b?c)
(attribute?c?a)} indicates that Agent Service is the single whole. All graphs
having simple structure with genitive and attribute relations are considered as
sources of keywords and key phrases.

1 Here we use the CGIF format [3] for representing conceptual graphs.
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It is known that relations in conceptual graphs have linguistic meaning at
first. But some of them can directly indicate a situation. That is the loca-
tion relation and it is also considered as key phrases indicator. For example,
it is illustrated by the phrase ”stop on error” and its conceptual graph G3 =
{[error*a:”][stop*b:”](location?b?a)} .

4.2 Search Relevant Documents

All keywords and key phrases extracted by conceptual graphs processing are then
treated as queries for full-text search in TSS indexed database. For each e-mail
text they constitute a query vector. We devoted special attention to applying
LSA search strategy for such queries. We also compared it with other methods
which use ranking functions of Okapi BM25 [7], SQL Server iFTS [8] and ranking
function of Google. An experiment was conducted on the textual database with
more than 7000 help topics belonging to online help systems of three different
software products. Employees of the products vendor company were asked to
rate (from 1 to 4) the quality of search results (including their ranking) for
top 10 most popular queries retrieved from the users queries statistics. A short
summary is presented in the table below.

Table 1. Search results ratings for 10 most popular queries

Search Query LSA Okapi BM25 SQL Server iFTS Google

working with grids 3 1 4 4
load testing 4 2 3 3
web testing 4 3 2 3
Remote Agent Service 4 2 2 4
name mapping template 4 3 3 2
stop on error 3 2 4 4
object not found 3 4 4 3
UI Automation Silverlight 4 4 4 3
testing flash applications 4 4 3 4
web service testing 4 4 3 4
Total (max. 40): 37 29 32 34

Here Google refers to Google web search in the online help systems of three
different software products (with URLs filtering). As one can see from the table,
the LSA search gives the best result. We can explain it by the following informal
conclusion: Latent Semantic Analysis pretends to detect texts which are seman-
tically similar. Conceptual graphs processing produces a set of keywords which
are semantically connected. So, the query produced with conceptual graphs has
certain portion of semantics which can resonate with semantics of TSS docu-
ments. It seems that LSA, according to its mathematical nature, is namely that
method which can find such peculiar semantic resonance of texts.
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5 Conclusion and Future Work

Hybrid approach to textual analysis in Technical Support Services is presented.
It is based on using conceptual graphs for extracting keywords and key phrases
from query text and applying standard full-text search technique. Experimen-
tal results show that conceptual graphs represent a valid tool for extracting
keywords and key phrases since this tool provides semantic connection between
words in key phrases. Conceptual graphs technique usually produces less number
of keywords and key phrases than there are in a query text that shortens the
time for further search.

Future development of presented technology is planned on the way of creating
additional information resource in the TSS system. This resource will be in the
form of conceptual lattice. Having conceptual lattices as system’s information
resource, we will apply conceptual graphs as immediate queries in search strategy
according to the principles of FCA.
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